
Abstract--This paper presents a new integrated guidance and 

control system for an air vehicle based on incremental predictive 

control. Integrating guidance and control loops improves 

reliability, enhances performance, and reduces costs. The 

integration is built using the linear system, with the command 

signal being the pursuer's deflection angle and the output being 

the miss distance. The generalized incremental model predictive 

control is used as the commanding block to control and guide 

the pursuer to its target. The goal is to minimize a quadratic cost 

function with a cost associated with the relative displacement 

between the target and the pursuer and the deflection angle. At 

first, the dynamical system model is derived, and the target 

acceleration is added to the system to provide additional 

information to reduce the control effort. Then, the guidance-

control algorithm is designed and implemented, and the stability 

of the proposed algorithm is proven. After that, the influence of 

prediction and control horizons on the integrated system is 

analyzed. The results show the effectiveness of the predictive 

integrated system. Finally, to ensure the implementation 

capability of the proposed algorithm, a Processor-in-the-Loop 

experiment is conducted using Arduino Duo, and it yielded good 

results. 

 
Index Terms- Autopilot, Generalized Incremental Predictive 

Control, Guidance, Processor in the Loop, Stability analyses.  

NOMENCLATURE 

𝑉𝑃 pursuer velocity  𝑞 the pitch angular rate of 

the pursuer 

𝛾𝑃 pursuer flight-

path angle 

𝑀𝛼 pitch moment generated 

from the angle of attack 
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𝑎P pursuer 

acceleration 

𝑀𝑞 pitch moment generated 

from pitch rate 

𝜆 Line-of-Sight 

(LOS) angle 

𝑀𝛿  pitch moment generated 

from deflection angle 

𝑟 the range between 

pursuer and target 

𝐿𝛼 aerodynamic force 

generated by the angle of 

attack  

𝑓1, 

𝑓2  

present standard 

saturation 

functions 

𝐿𝛿  aerodynamic force 

generated by deflection 

angle 

I.  INTRODUCTION 

HE familiar way of designing guidance and autopilot 

systems for a pursuer is to separate the autopilot system 

from the guidance system and design each individually [1], 

for instance, in a recently published paper [2]. In this 

cascaded control structure, the autopilot is the inner loop and 

deals with high bandwidth processes, while the outer loop, 

which is the guidance loop, processes lower bandwidth 

processes. Because of the bandwidth separation, the full 

potential of weapons is not fully realized, which significantly 

reduces the pursuer’s ability to strike precisely. To overcome 

this problem, Integrated Guidance and Control (IGC) 

provides an attractive concept by combining the guidance and 

autopilot subsystems into one system and using the relative 

state of the pursuer to generate fin deflection commands to 

drive the pursuer to intercept the target. In addition, in this 

approach, the output of the Inertial Navigation System (INS) 
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sensors is delivered to the autopilot, which reduces the cost, 

increases the reliability (by using fewer components), and 

increases the performance because it is an accurate sensor [3].  

Since 1983, when IGC was introduced, numerous 

researchers have applied a wide range of control strategies. 

For example: Model Predictive Control (MPC) [4], [5]; 

Feedback Linearization [1], [6]; Back-Stepping Control [7], 

[8], [9]; Game Theory [10], [11]; Sliding Mode Control [12], 

[13], [14]; Linear Optimal Control theory [15], [16]. These 

approaches were employed to design the IGC law.

Sliding Mode Control was considered in [12] because it 

can deal with the nonlinearity and modeling error, where the 

zero-effort miss distance was considered as a sliding surface 

instead of using the line-of-sight rate. For a certain impact 

angle, [17] used the linear quadratic regulator to demonstrate 

the IGC lead over the traditional guidance and control by 

using a parameterized linear system; in addition, 

controllability and equilibrium point analysis were 

conducted. In [18], a comparison between three guidance and 

control configurations (1-separated guidance and control, 2-

an integrated guidance and control, 3-an integrated two-loop 

autopilot-guidance), where the thrust vector control missile 

was conducted. The optimal control theory was used to 

minimize a quadratic cost function with a terminal cost on the 

miss distance based on a first-order autopilot model; the 

simulation was based on the Pareto front.  

The work in [19] took a six-degree-of-freedom model, 

using MPC with an IGC to produce the optimal closed-form 

control law. The extended-state observer was used for the 

target acceleration estimation to add the ability to hit 

maneuverable targets. The study [20] featured online 

trajectory generation for gliding at a specified dynamic 

pressure by modulating the bank angle. The closed-loop 

system demonstrated robust tracking and managed 

constraints. For the flying vehicle in [21], the MPC 

controller's objective was to simultaneously minimize both 

miss distance and time to collision with a target in a 3D 

engagement. Simulations demonstrated its performance over 

PID and LQR controllers. The authors in [22] used MPC to 

control the IGC system with noise in its measurement. To 

solve this problem, the Moving Horizon Estimation algorithm 

technique was implemented. They implemented a pseudo-

spectral method to solve the two online optimizations, which 

improved the solution-finding accuracy. Also, a non-linear 

programming sensitivity-based optimization method was 

applied. The real-time computation problem of MPC for a 

linear IGC system was also handled in [23]. To minimize the 

computation time, the authors divided the primal-dual interior 

point method into four sections for solving convex 

optimization in MPC, which showed a reduced computation 

time for this condition. 

This paper presents a 2-dimensional interception problem 

for the IGC system based on Generalized Incremental 

Predictive Control (GIPC). First, a linear engagement model 

is derived. Subsequently, the GIPC law for a linear system is 

implemented. The computed incremental control law is then 

utilized to find the IGC guidance command. The contribution 

of this work is to implement the GIPC with IGC, which gives 

the new GIP-GC method by considering the target 

acceleration. The proposed IGC algorithm, based on a 

generalized incremental predictive control technique, can 

complete the mission with little miss distance by adding the 

miss distance and deflection angle to the cost function so that 

it will be minimized through an optimization process. A 

simulation is conducted to analyze the performance 

considering target maneuvers (Step, Sinusoidal, and Pull-Up 

maneuvering targets). The proposed method is compared 

with PN, Continuous Adaptive Sliding Mode Guidance 

(CASMG) [24], and  Robust Optimal Guidance [25]. Finally, 

an analysis of the effectiveness of the control and predictive 

horizons on the system is performed with a laboratory 

experiment of the proposed algorithm on an Arduino Duo 

board to test real-time performance. MATLAB's Simulink is 

used to create the C code for the Arduino, with a serial link to 

establish a connection between the hardware device and the 

IGC model. The experiment indicates a successful algorithm 

implementation on the processor, where the deflection angle 

generated by Simulink matched that generated from the test 

board. Also, altitude effects are discussed. It’s worth 

mentioning that although numerous researchers have applied 

to IGC and MPC, a specific algorithm with the estimation of 

target acceleration was not performed. 

The remainder of this paper is organized as follows: 

Section 2 contains the issue statement from which the 

integrated system will be derived. Section 3 demonstrates the 

integrated control and guidance algorithm. The asymptotic 

stability is derived in Section 4. In Section 5, numerical 

simulation outcomes are presented; analyses of prediction 

and control horizons and a processor-in-the-loop experiment 

are conducted to check the algorithm's capability to work in 

real situations. Finally, the results are given in Section 6. 

II.  PROBLEM FORMULATION 

  The integrated system is based on [26], [27], [28]. Fig. 1 

shows the planar homing engagement geometry, where the 

pursuer (P) and the Target (T) are presented in the polar 

coordinate system (𝑟, λ) attached to the pursuer, where λ is 

the Line-Of-Sight (LOS) angle, and the range between the 

pursuer and the target is r. 

 
Fig. 1. Planar engagement geometry [26] 
 

Assume that the pursuer's velocity is 𝑉𝑃 and the target 

velocity is 𝑉𝑇. They are moving with fixed velocities; the 

gravitational force is neglected. The pursuer's flight-path 

angle is 𝛾𝑃, and the target flight-path angle is 𝛾𝑇. The 

equations of engagement kinematics are: 

 

𝑟̇ = −[𝑉P cos(𝛾P − 𝜆) + 𝑉T cos(𝛾T + 𝜆)] (1) 

𝜆̇𝑟 = −𝑉P sin(𝛾P − 𝜆) + 𝑉T sin(𝛾T + 𝜆) (2) 

𝛾Ṗ =
𝑎P

𝑉P

 
(3) 
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𝛾Ṫ =
𝑎T

𝑉T

 
(4) 

The pursuer’s acceleration is 𝑎P, given by: 

𝑎P = (𝐿𝛼 − 𝐿𝛿)𝑓1(𝛼) + 𝐿𝛿𝑓2(𝛼 + 𝛿) (5) 

 

where 𝐿𝛼 , 𝐿𝛿 are the aerodynamic forces generated by the 

angle of attack and the deflection angle, respectively. 

Assuming 𝑈𝑚 the maximum deflection angle, 𝑓1 and 𝑓2  

present standard saturation functions as:  

sat(𝑢) = {

𝑈𝑚 𝑈𝑚 < 𝑢
𝑢 −𝑈𝑚 ≤ 𝑢 ≤ 𝑈𝑚

−𝑈𝑚 𝑢 < −𝑈𝑚

 (6) 

 

Consider the pursuer's longitudinal dynamics by 

neglecting gravity. It is assumed that the pursuer has no thrust 

during the last phase. The pitch plane dynamics can be shown 

as follows:  

 

𝛼̇ = 𝑞 − (𝐿𝛼 − 𝐿𝛿)𝑓1(𝛼) + 𝐿𝛿𝑓2(𝛼 + 𝛿) 𝑉P⁄  (7) 

𝑞̇ = (𝑀𝛼 − 𝑀𝛿)𝑓1(𝛼) + 𝑀𝑞  q + 𝑀𝛿𝑓2(𝛼 + 𝛿) (8) 

𝛿̇ = (𝛿𝑐 − 𝛿) 𝜏s⁄  (9) 

 

Equation (9) presents the actuator that controls δ, the 

canard deflection angle, where 𝜏𝑠 is the actuator time 

constant; 𝑞 is the pitch angular rate of the pursuer, and 

𝑀𝛼 , 𝑀𝑞 , 𝑀𝛿  are the pitch moment acting on the pursuer 

generated from the angle of attack, pitch rate, and deflection 

angle, respectively. Superscript C represents the commanded 

signal. So, 𝛿𝑐 is the controlled deflection.  

From Fig. 1, the initial LOS is aligned with the X-axis. 

Assume that 𝑧 and 𝑧̇ are the relative displacement between 

the target and the pursuer, vertical to the initial LOS direction, 

and its derivative, respectively. The target and pursuer 

accelerations vertical to LOS become 𝑎𝑇𝑁  and 𝑎𝑃𝑁. Subscript 

N represents the projection vertical to the LOS.  

 

𝑎PN  ≈  𝑎P cos(𝛾P 0 − 𝜆0) (10) 

𝑎TN  ≈  𝑎T cos(𝛾T 0 + 𝜆0) (11) 

𝑧̈  =  𝑎TN  −  𝑎PN (12) 

 

The subscript 0 stands for the initial value around which 

linearization has been performed. The control signal is the 

deflection angle 𝑈 =  δc. In this case, the integrated guidance 

with the control became: 

 

[
 
 
 
 
Ż
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 𝑎TN  

(13) 

 

Assuming 𝜔 = cos(𝛾P0 − 𝜆0), from this state space 

model, the interception becomes a regulation problem. 

Assuming that the change rate of the target acceleration is 

zero, the target acceleration (which is an unknown input) can 

be added as an extended state to the overall system.  

[
 
 
 
 
 

Ż
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0
0
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𝜏s
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δc  

(14) 

III.  GENERALIZED INCREMENTAL PREDICTIVE FOR 

INTEGRATED GUIDANCE AND CONTROL (GIP-GC) 

In the GIPC method, both present and previous states are 

considered in the j-step ahead prediction of the outputs and 

states. To illustrate this method, let's take a linear state-space 

model representing one step ahead state/output predictions 

[29].  

 

𝐱k+1 = 𝐀 𝐱k + 𝐁 𝐮k 

𝐘k = 𝐂 𝐱k 
(15) 

 

where x ∈ ℝ𝑛, U ∈ ℝ and 𝑌 ∈ ℝ represent the state vector, 

control input, and system output, respectively, and A ∈
ℝ𝑛∗𝑛, B ∈ ℝ𝑛 and C ∈ ℝ𝑛 are system matrices (introduced 

in (14)). The incremental state prediction is: 

 

∆𝐱k+1 = 𝐀 ∆𝐱k + 𝐁 ∆𝐮k (16) 
∆𝐱k = 𝐱k − 𝐱k−1

∆𝐱k+1 = 𝐱k − 𝐱k−1

∆𝐮k = 𝐮k − 𝐮k−1

 (17) 

 

Combining (15) and (16) gives the state-space predictions 

in incremental form for one step ahead: 

 

𝐱k+1 = (𝐀 + 𝐈) 𝐱k − 𝐀𝐱k−1 + 𝐁 ∆𝐮k (18) 

 

The prediction of the output Y can be written as compact 

matrix/vector form, assuming that Nc and Np are the control 

horizon and the prediction horizon, respectively: 

 

𝐘 = 𝐅𝟎 𝐱k − 𝐅𝟏 𝐱k−1 + 𝚽 ∆𝐮 (19) 

Where: 

𝐘 =

[
 
 
 
 
𝐘k+1

𝐘k+2

𝐘k+3

⋮
𝐘k+𝑁𝑝]

 
 
 
 

,∆𝐮 =

[
 
 
 
 

∆𝐮k

∆𝐮k+1

∆𝐮k+2

⋮
∆𝐮k+𝑁𝑐−1]
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𝐅𝟎 =

[
 
 
 
 
 
 
 

𝐂 (𝐀 + 𝐈)

𝐂 (𝐀𝟐 + 𝐀 + 𝐈)

𝐂 (𝐀𝟑 + 𝐀𝟐 + 𝐀 + 𝐈)
⋮

𝐂 (∑𝐀i

Np

𝐢=𝟎

)

]
 
 
 
 
 
 
 

 

𝐅1 =

[
 
 
 
 
 
 
 

𝐂 𝐀
𝐂 (𝐀𝟐 + 𝐀)

𝐂 (𝐀𝟑 + 𝐀𝟐 + 𝐀)
:

𝐂 (∑𝐀i

Np

𝐢=1

)

]
 
 
 
 
 
 
 

 

(20) 

𝚽 =

[
 
 
 
 
 

𝐂 𝐁 𝟎 𝟎 𝟎
𝐂 (𝐀 + 𝐈)𝐁 𝐂 𝐁 𝟎 𝟎

𝐂 (𝐀𝟐 + 𝐀 + 𝐈)𝐁 𝐂 (𝐀 + 𝐈)𝐁 ⋯ 𝟎

: ⋮ ⋱ ⋮

𝐂 (∑ 𝐀𝐢Np−1
𝐢=𝟎 )𝐁 𝐂 (∑ 𝐀𝐢Np−2

𝐢=𝟎 )𝐁 ⋯ 𝐂 (∑ 𝐀iNp−Nc
𝐢=𝟎 )𝐁]

 
 
 
 
 

  (21) 

 

So, the predicted output using incremental prediction 

control is (19). Now, the incremental control is derived by 

defining the cost function of the receding-horizon control 

problem with the fault as: 

 

𝐽 = (𝒀𝒅 − 𝒀)𝑻𝐐(𝒀𝒅 − 𝒀) + ∆𝐮𝐓 𝐑 ∆𝐮 (22) 

 

where 𝐘𝒅 = [Y𝑑𝑘+1
, Y𝑑𝑘+2

, … Y𝑑𝑘+𝑁𝑝
]
𝑇

 is the desired output, 

𝐐 = q ∗ 𝐈 is an error weighting matrix, 𝐑 = r ∗ 𝐈 is a control 

weighting matrix, and 𝐈 is the identity matrix. From (22), it is 

clear that the cost function consists of two penalty terms. The 

first one is the weighted error square between the output value 

and the desired value, and by minimizing the weighted 

square, one could force the output value to be close to the 

desired one. The second one reflects the control that must be 

applied for the correction process and should be as small as 

possible. The cost function (22) could be optimized by 

solving the quadratic programming problem for the GIP-GC 

algorithm. 

By substituting the predicted output into the cost function 

and assuming that the desired output 𝐘d = 0, the cost function 

becomes: 

 

𝐽 = (−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1 − 𝚽 ∆𝐮)𝑻𝐐(−𝐅𝟎 𝐱k

+ 𝐅𝟏 𝐱k−1 − 𝚽 ∆𝐮) + ∆𝐮𝐓 𝐑 ∆𝐮 
(23) 

 

By expanding the brackets: 

𝐽 = ∆𝐮𝐓 𝐑 ∆𝐮 

− 𝐱k
𝑇𝐅𝟎

𝑇𝐐(−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1 − 𝚽 ∆𝐮) 

+  𝐱k−1
𝑇𝐅𝟏

𝑇𝐐(−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1 − 𝚽 ∆𝐮) 

− ∆𝐮𝑇𝚽𝑇𝐐(−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1 − 𝚽 ∆𝐮)  

(24) 

 

To find the optimal ∆𝐮 that minimizes J, the first 

derivative of the cost function must be taken, and the first 

derivative must be equal to zero; this gives ∆𝐮, which 

minimizes 𝐽 as: 

  

∆𝐮k+1 = (𝚽𝑻 𝐐 𝚽 + 𝐑)−𝟏𝚽𝑻 𝑸(−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1)  (25) 

This control strategy is implemented in the integrated 

guidance and control system, which will be called 

Generalized Incremental Predictive Guidance and Control 

(GIP-GC); this is done by considering the cost function, the 

output signal as 𝑌 = 𝑧 (the first state), and the control rate as 

∆𝐮 = ∆𝛅𝐜 the canard deflection angle. By doing so, (25) 

represented as: 

 

∆𝛅𝐜
k+1 = (𝚽𝑻 𝐐 𝚽 + 𝐑)−𝟏𝚽𝑻 𝑸(−𝐅𝟎 𝐱k + 𝐅𝟏 𝐱k−1)  (26) 

 

The most important characteristic of this method is that it 

uses more information to build the ∆𝛅𝐜 signal, where it uses 

the current and the previous state.  

IV.  GIP-GC STABILITY  

The asymptotic stability is derived in this section based on 

[30]. In sample time 𝑘, the future guidance trajectory is 

optimized using the cost function (22), where 𝐘d is the desired 

output, and in our case, it is equal to zero, and Yk+i is the 

output of the system and can be replaced with (14), so by 

assuming  𝑄𝑋 = 𝐶𝑇𝑄𝐶,  (22) can be written as: 

 

𝐽(𝑥𝑘+𝑖) = ∑ 𝑥𝑘+𝑖
𝑇𝑄𝑋 𝑥𝑘+𝑖

𝑁𝑝
𝑖=1 +

 ∑ ∆𝑢𝑘+𝑖
𝑇𝑅 ∆𝑢𝑘+𝑖

𝑁𝑝−1
𝑖=0   

(27) 

 

To prove the asymptotic stability, two assumptions are 

considered: 

Assumption 1: The terminal state is constrained as 

𝑥𝑘+𝑁𝑝
= 0, resulting from the optimal solution in (25). 

Assumption 2: for each sample time 𝑘, there is an optimal 

solution ∆𝐮∗
𝑘 which minimizes the cost function and obeys 

the terminal state condition 𝑥𝑘+𝑁𝑝
= 0. 

Theorem 1. Given the cost function in (22) and the above 

assumptions, the GIPC is asymptotically stable. 

Proof. By taking the cost function as the Lyapunov 

function, the stability happens when the change in the cost 

function is negative, meaning its value becomes smaller with 

time. Assuming that 𝑉𝑥(𝑘) Lyapunov function at the sample 

time 𝑘 equal to the cost function 𝐽𝑥(𝑘): 

 

𝑉𝑥(𝑘) = ∑  𝑥𝑘+𝑖
𝑇𝑄𝑋  𝑥𝑘+𝑖

𝑁𝑝
𝑖=1 + ∑ ∆𝑢𝑘+𝑖

𝑇𝑅∆𝑢𝑘+𝑖
𝑁𝑝−1
𝑗=0   (28) 

 

One can realize that 𝑉𝑥(𝑘) is a positive definite function 

and can be a Lyapunov function. According to the second 

assumption, ∆𝐮∗
𝑘 guarantees the optimal solution. At the next 

sample time 𝑘 + 1, the Lyapunov function 𝑉( 𝑥𝑘+1) can be 

written as: 

 

𝑉( 𝑥𝑘+1) = ∑  𝑥𝑘+𝑖+1
𝑇𝑄𝑋  𝑥𝑘+𝑖+1

𝑁𝑝
𝑖=1 +

 ∑ ∆𝑢𝑘+𝑖+1
𝑇𝑅∆𝑢𝑘+𝑖+1

𝑁𝑝−1
𝑗=0   

(29) 

 

Moreover, by replacing the optimized ∆𝐮∗
𝑘+1 =

[∆𝑢𝑘+1, ∆𝑢𝑘+2, … , ∆𝑢𝑘+𝑁𝑝−1, 0]
𝑇
 in the last equation. The 

previous equation can be written as: 

 

𝑉( 𝑥𝑘+1) ≤ 𝑉′( 𝑥𝑘+1) (30) 
 

The function 𝑉′( 𝑥𝑘+1) similar to (28) except that the 

∆𝐮𝑘+1 sequence is replaced by the feasible sequence 
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∆𝐮∗
𝑘+1 

𝑉( 𝑥𝑘+1) −  𝑉( 𝑥𝑘) ≤ 𝑉′( 𝑥𝑘+1) −  𝑉( 𝑥𝑘) (31) 
 

The two functions on the right-hand side have the same 

state and control sequence from the sample 𝑘 + 1, 𝑘 +
2,… , 𝑘 + 𝑛 − 1, so the right-hand side can be rewritten as: 

 

𝑉′( 𝑥𝑘+1) −  𝑉( 𝑥𝑘) =  𝑥𝑘+𝑁𝑝
𝑇𝑄𝑋 𝑥𝑘+𝑁𝑝 −

 𝑥𝑘+1
𝑇𝑄𝑋 𝑥𝑘+1 − ∆𝑢𝑘

𝑇𝑅∆𝑢𝑘  
(32) 

 

From the first assumption,  𝑥𝑘+𝑁𝑝 = 0, the last equation 

can be written as: 

 

𝑉′( 𝑥𝑘+1) −  𝑉( 𝑥𝑘) = − 𝑥𝑘+1
𝑇𝑄𝑋  𝑥𝑘+1 − ∆𝑢𝑘

𝑇𝑅∆𝑢𝑘  (33) 

 

Then:  

𝑉( 𝑥𝑘+1) − 𝑉( 𝑥𝑘) ≤ − 𝑥𝑘+1
𝑇𝑄𝑋 𝑥𝑘+1 − ∆𝑢𝑘

𝑇𝑅∆𝑢𝑘 <
0  

(34) 

 

This is proof that the change in the cost function is 

negative, then 𝑉( 𝑥𝑘) has asymptotic stability. 

V.  SIMULATION 

Because of the benefits of the IGC system, such as reduced 

cost, increased reliability, and improved performance, it has 

been considered a suitable solution for tactical pursuers.  

The effectiveness of the proposed GIP-GC strategy is 

evaluated through simulation scenarios using the system 

model presented in (15) and the canard deflection angle 

described by (25). A performance comparison is made against 

the Proportional Navigation (PN) law, assuming an autopilot 

time constant of 0.3 seconds. Further comparison is made 

with the Robust Optimal Guidance (GESO) method presented 

in [25] and with continuous adaptive sliding mode guidance 

(CASMG) [24]. Sensitivity analysis of the prediction and 

control horizons is carried out. Finally, a PIL experiment was 

performed. Simulations are performed using MATLAB 

R2020b. 

A.  Scenarios 

The motion model of the target in the inertial coordinate 

system is based on the simulation introduced in [31] and can 

be described as 𝛾𝑇̇ =
𝑎𝑇

𝑉𝑇
, 𝑋𝑇̇ = −𝑉𝑇 ∗ cos(𝛾𝑇), 𝑍𝑇̇ =

 𝑉𝑇 ∗ sin(𝛾𝑇). For pursuer 𝛾̇𝑃 =
𝑎𝑃

𝑉𝑃
, 𝑋𝑃̇ = 𝑉𝑃 ∗ cos(𝛾𝑃), 

𝑍𝑃̇ = 𝑉𝑃 ∗ sin(𝛾𝑃). The target is located at (2500,0), and 

the pursuer is at (0,0). To intercept the target, the desired 

output 𝐘𝐝 = 𝟎, the initial pursuer acceleration was 0[g], and 

the autopilot time constant was 𝜏𝑠 = 0.02[𝑠]. TABLE I 

shows the initial conditions for the pursuer and target. 
 

TABLE I 

Pursuer and Target Initial Conditions 

 Pursuer Target unit 

Velocity 400 300 [𝑚 𝑠⁄ ] 
flight-path angle 20 25 [𝑑𝑒𝑔] 

 

The time constant is Ts= 0.01s. Pursuer aerodynamic 

parameters are 𝐿𝛼 = 1270 [𝑚 𝑠2⁄ ], 𝐿𝛿 = 80[𝑚 𝑠2⁄ ], 𝑀𝛼 =

−74 [1 𝑠2⁄ ], 𝑀𝛿 = −5[1 𝑠⁄ ],   𝑀𝑞 = 160[1 𝑠2⁄ ] and the 

GIP-GC parameters are 𝑁𝑝 = 80,𝑁𝑐 = 2, 𝑟 = 1000, 𝑞 =

0.02. The saturation function in (6) is set to be 𝑈𝑚 =
30 [𝑑𝑒𝑔]. 
    1)  Step-maneuvering Target.  

In this scenario, the target is assumed to be performing a 

step maneuver (𝑎T = 10𝑚 𝑠2⁄ ). The engagement trajectories 

for the pursuer and target under PN, GESO, and GIP-GC are 

illustrated in Fig. 2. The miss distance under GIP-GC is about 

1 meter, whereas the PN method results in a miss distance 

exceeding 9m, GESO is 1.8m, and CASMG is 1.6m. 

The pursuer accelerations under the algorithms are plotted 

in Fig. 3. Under PN, the acceleration increases gradually and 

may not be sufficient during the final engagement phase. 

GESO-generated acceleration first oscillates with a large 

amplitude and then converges around the target acceleration. 

While CASMG increases steadily, it then takes a constant 

value.  In contrast, GIP-GC leads to a rapid increase in 

acceleration, followed by a decrease towards the near target 

acceleration. Fig. 4 shows the relative distance between the 

pursuer and target.  

 
Fig. 2 The engagement trajectory for the step target maneuver 

 

 
Fig. 3 Pursuer acceleration for step target maneuver 

 

 
Fig. 4 Pursuer-Target relative distance for step target maneuver 

 

    2)  Maneuvering Target – Sinusoidal Profile  

In this scenario, the target executes a " sinusoidal" 

maneuver 𝑎T = 50 ∗ sin (3 ∗ 𝑡)𝑚 𝑠2⁄ . The performance of 

GIP-GC is compared to that of PN, GESO, and CASMG. Fig. 

5 shows the pursuer-target engagement trajectories. All 

approaches result in the successful interception of the target. 
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Fig. 6 compares the accelerations generated by PN, GESO, 

CASMG, and GIP-GC. The GIP-GC method produces 

accelerations, starting from zero and increasing before 

decaying and flipping direction with sinusoidal waving. GIP-

GC exhibits a lower final acceleration, which is a favorable 

characteristic, and all the other algorithms saturated at the end 

of the simulation. Fig. 7 illustrates the relative distance for the 

methods. The GIP-GC approach is significantly shorter and 

closer to the target compared with the other approaches, 

demonstrating more efficient behavior. Table II shows that 

GIP-GC has the lowest control effort, miss distance, and final 

time.   

 
Fig. 5 The engagement trajectory for sinusoidal target maneuver 

 

 
Fig. 6 Pursuer acceleration for sinusoidal target maneuver 

 

 
Fig. 7 Pursuer-Target canard deflection for sinusoidal target maneuver 

 

    3)  Pull-Up-maneuvering Target.  

 

The pull-up target acceleration mathematical model is 

used as [32]. The target acceleration is considered as 𝑎T =

5𝑡 + 20 𝑚 𝑠2⁄ . All the algorithms guide the pursuer to 

intercept the target Fig. 8. Their differences in the 

acceleration profile, miss distance, and interception time. Fig. 

9 presents the lateral acceleration profiles over time. The PN 

method generates the highest acceleration and reaches the 

saturation, which may be impractical, especially in the last 

phase. GESO oscillates at the beginning of the engagement, 

reflecting sensitivity to the target’s maneuver. CASMG 

reduces this oscillation but still requires relatively high 

acceleration. In contrast, the GIP-GC method provides the 

most stable acceleration, closely matching the target’s 

acceleration profile. This highlights the ability of GIP-GC to 

achieve interception with lower control effort. The relative 

range between pursuer and target during the engagement is 

shown in Fig. 10. PN leaves a residual miss distance, while 

GESO and CASMG reduce it further but still fall short of 

perfect convergence. GIP-GC demonstrates the best 

performance. A numerical comparison is shown in Table II to 

demonstrate the algorithms' performances. 

 
Fig. 8 The engagement trajectory for the pull-up target maneuver 

 

 
Fig. 9 Pursuer acceleration for pull-up target maneuver 

 
TABLE II 

Comparing the Guidance Methods 

maneuver  CE 

[𝑚2 𝑠4⁄ ] 

MD 

 [𝑚] 

Time 

 [𝑠] 

Step  PN 1316 9.7 3.939 

GESO 1225 1.897 3.931 

CASMG 988 1.64 3.93 

GIP-GC 871 1.27 3.93 

Sinusoidal PN 4547 14.83 3.931 

GESO 16989 2.99 3.927 

CASMG 6514 3.27 3.925 

GIP-GC 3651 1.27 3.92 

Pull-Up PN 10662 7.2 4.182 

GESO 4591 6.682 4.158 

CASMG 7461 1.823 4.168 

GIP-GC 3612 1.46 4.16 

 

 
 
Fig. 10 Pursuer-Target relative distance for pull-up target maneuver 

 

B.  The parameter sensitivity  

All system parameters are constant except for the 

parameter under examination to analyze the sensitivity of the 
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prediction and control horizons.  

    1)  Prediction horizon.  

Here is the result of changing the prediction horizon Np= 

[40,60,80]. From Fig. 11, a relatively small prediction 

horizon of 40 results in a significantly larger canard 

deflection compared to other values. The canard deflection 

oscillates significantly until it reaches the final value. As Np 

increases, the maximum deflection decreases, indicating 

smoother control behavior. A value of Np=80 offers an 

optimal trade-off, resulting in both reduced deflection and 

improved smoothness. The system output corresponding to 

different prediction horizons is shown in Fig. 12. For all 

values of Np, the output signal starts at zero, increases to a 

peak, and then settles into a steady state. Notably, Np=40 

achieves its peak faster than the other configurations. Pursuer 

acceleration, shown in Fig. 13, reveals further insights.  

 

 
Fig. 11 Canard deflection Np variation 

 

 
Fig. 12 Output signal Np variation 

 

 
Fig. 13 Pursuer acceleration Np variation 

 

At Np=40, acceleration rises rapidly to a peak of 

approximately 43g, followed by oscillations before reaching 

steady-state. As Np increases, the acceleration becomes more 

progressive and controlled. All tested horizons result in a 

miss distance of less than 1.5 meters. These observations 

suggest that Np=80 represents a suitable compromise 

between predictive capability and computational load, 

enabling effective control with manageable complexity. 

 

    2)  Control horizon.  

The effect of varying the control horizon Nc= [2,15,30] on 

system output, canard deflection, and acceleration is also 

investigated. As shown in Fig. 14, for Nc=2, the system 

output reaches a distinct peak before decaying to its final 

value. For larger horizons Nc= [15,30], the output curves are 

nearly identical, with only minor differences in oscillatory 

behavior. Nc=30 may show slightly more oscillations before 

settling. Fig. 15 illustrates the canard deflection profiles. For 

Nc=2, the deflection is notably smoother and has a lower 

magnitude, indicating a more conservative control strategy. 

As the control horizon increases, deflection tends to fluctuate 

more, with Nc=30 displaying the most pronounced 

oscillations. The pursuer's acceleration is presented in Fig. 16. 

A shorter control horizon, Nc=2, leads to significantly lower 

acceleration and a more gradual deflection response, 

suggesting a smoother system behavior. In contrast, longer 

control horizons produce higher accelerations, implying more 

aggressive control actions. 

 

 
Fig. 14 Output signal Nc variation 

 

 
Fig. 15 Canard deflection Nc variation 

 

 
Fig. 16 Pursuer acceleration Nc variation 

 

In summary, small prediction horizons might lead to more 

reactive but less stable control, while excessively large 

horizons might introduce computational burden without 

significantly improving control performance. A smaller 

control horizon results in smoother control signals, lower 

acceleration, and a distinctive system response with a peak 

followed by decay. Larger control horizons might lead to 

more oscillatory control signals, higher acceleration, and a 

more consistent or stable system response without distinct 

peaks. The choice of control horizon affects the 

aggressiveness and stability of control actions applied to the 

system. Stability is guaranteed for a range of Np=80. The role 

of Nc=2 is a trade-off between computational effort and 

performance. 
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C.  Processor in the loop experiment 

Applying the same initial conditions and the parameters as 

presented in the first case, where the target has no 

acceleration, the "Processor-in-the-loop" (PIL) method is 

performed by deploying the algorithm onto a physical 

processor - specifically, the Arduino Due - to evaluate its real-

time performance.  

MATLAB Simulink is used to design the control model, 

and Simulink Coder is employed to automatically generate C 

code from the Simulink model (Fig. 17). This code is 

deployed directly to the Arduino Due using hardware support 

packages, allowing real-time execution of the proposed IGC 

algorithm. 

The Arduino executes the algorithm in real time, with Fig. 

18 illustrating the physical connection between Simulink and 

the Arduino board in the laboratory setup. A serial 

communication link is established between the hardware and 

the Simulink-based IGC model. In this implementation, the 

algorithm generates the deflection angle command necessary 

to guide the pursuer toward the target. 

Fig. 19 compares the deflection angle generated in 

Simulink and that produced by the Arduino. The close match 

between the two curves confirms the successful 

implementation of the algorithm on the hardware. 

The pursuer acceleration can be seen in Fig. 20, while the 

relative distance between pursuer and target can be seen in 

Fig. 21. This experiment demonstrates the feasibility and 

effectiveness of using Simulink in conjunction with Arduino 

hardware to implement and validate control algorithms in real 

time, offering a fast and reliable path toward practical 

deployment. The accuracy of the PIL implementation is 

checked by comparing the PIL acceleration output with 

Simulink. The RMSE is 0.18321, which is very small 

compared to the acceleration range min =−6.35, max = 19.01. 

This confirms that the PIL results closely match the 

simulation. 

 

  
Fig. 17 The connections between the Simulink and Arduino board in the lab 

 

 
Fig. 18 The physical connection between Simulink and the board 

 

 

 
Fig. 19 Deflection angle 

 

 
Fig. 20 Pursuer acceleration 

 

 
Fig. 21 Pursuer-Target relative distance 

 

D.  Altitude effects  

 

Constant target acceleration is considered for better 

visualization to check the effects of altitude on the pursuit. It 

is known that at higher altitudes, air density decreases, which 

reduces aerodynamic forces. This phenomenon causes the 

pursuer to require larger deflection angles to generate the 

same maneuvering force. The control effort at sea level is 

1083 𝑚2 𝑠4⁄ , while it becomes 1647 𝑚2 𝑠4⁄  at 3000m above 

sea level. It is worth noticing that, for 3000m, the 

aerodynamic force and the moment are decreased by about 

75% due to a change in air density. 
 

C code generator generated C code 

Deploy 
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Fig. 22 Deflection angle with altitude variations  
 

 
Fig. 23 Acceleration with altitude variations  

 

VI.  CONCLUSION 

This study proposes GIPC-based IGC for linear systems 

using the deflection angle of the pursuer as a control action 

and the miss distance as an output. A quadratic optimization 

method was employed to solve the optimization problem. The 

first control input (deflection angle) was applied to the 

integrated system as a guidance command, and this process 

was repeated until interception with the target was achieved. 

It was shown that the GIP-GC had compensated for the target 

acceleration, which could be viewed as a disturbance to the 

system. The GIP-GC method was compared with the well-

known Proportional Navigation and Robust Optimal 

Guidance approaches. Numerical simulations indicated that 

the GIP-GC method provides improved accuracy and 

acceleration performance compared to PN. Compared to 

GESO, the GIP-GC showed comparable tracking 

performance but required a smaller deflection angle to 

generate similar acceleration, indicating more efficient 

control behavior. A sensitivity analysis was conducted, 

leading to several insights. Notably, a trade-off was observed 

when selecting the prediction horizon. Shorter horizons 

resulted in more reactive but less stable control behavior. An 

optimal balance between predictive power, stability, and 

computational efficiency seems to be around Np = 80. 

Similarly, a shorter control horizon leads to a smoother 

control signal, lower magnitude, and reduced acceleration, 

possibly indicating a more conservative or less aggressive 

control approach. So, Nc was chosen to be equal to 2. 

Furthermore, the asymptotic stability was proven. The PIL 

experiment showed that the proposed algorithm could work 

well in real-time conditions. It is important to acknowledge 

the limitations of the proposed method. The accuracy of the 

linearized model decreases in scenarios involving large line-

of-sight rates, strong target maneuvers, or long engagement 

durations. The model must be extended for engagements 

dominated by such significant nonlinear effects to incorporate 

the full nonlinear kinematics. The IGC algorithm proposed in 

this work will be extended to deal with constraints in future 

research.  
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