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Abstract— This study employs a fractional fuzzy adaptive
methodology to design procedures for fractional-order non-
affine nonlinear systems. The significant evolution of fractional-
order calculus in science and engineering has made this area one
of the most widespread fields, particularly in control
engineering. Fractional-order fuzzy adaptive controller (FAC)
has involved numerous scientists to improve appropriate
controllers for non-affine nonlinear systems because of: 1)
reconfigurable framework, the performance of the FAC is
superior to that of the fuzzy controllers, 2) using the experts’
data, FAC can apply the expert knowledge in the controller
procedure rather than adaptive ones, and 3) enhancement of the
controller routine instead of the integer-order one. In addition,
this approach can control nominal systems in the presence of
both external disturbances and uncertainties. The fractional-
order adaptation laws are developed to guarantee the stability
of the closed-loop system using a fractional-order Lyapunov
approach. Unlike other research that focuses on fractional-
order affine nonlinear systems, our approach specifically
addresses fractional-order nonaffine nonlinear systems. Finally,
the performance of the proposed methodology on chaotic
systems, a gyroscope, and an inverted pendulum indicates the
capability of the proposed scheme.
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Control, Fractional Order (FO) Systems, Fractional-Order
Lyapunov Stability, Fuzzy System.

Received; 2025-07-13 Revised; 2025-12-06

I. INTRODUCTION

Fractional Order Calculus (FOC), despite a history of over
years in mathematics, has recently received much
attention as a new subject in engineering and basic
sciences. FOC, which has a greater degree of freedom than
integer-order calculus by generalizing derivative and integral
order to real numbers, has a variety of applications in
electronics, telecommunications, control, mechanics,
physics, and even medicine [4]. FOC has a noticeable
advantage over integer order calculations, as is investigated
in various studies for heat transfer process modeling [4],
electrochemical processes [4], biological systems [5],
diffusion procedure in batteries [6], dielectric polarization,
viscoelastic systems, and electromagnetic waves [7].
Furthermore, fractional-order controllers have shown a
more significant performance than integer-order controllers.
For the first time, Oustaloup provided a new way for
fractional-order calculations to enter control by introducing a
robust fractional-order controller called commande robuste
d'ordre non entier (CRONE) [8]. Consequently, many articles
and research were presented to control fractional-order
systems or introduce new procedures in fractional-order
controllers. These include fractional-order Proportional-
Integral-derivative (PID) controllers [9]-[10], fractional-
order model reference controllers [11]-[12], and
synchronization of chaotic fractional-order nonlinear systems
[13]-[16]. Also, due to differences in the concept of energy in
fractional and integer order systems, new ideas of stability of
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fractional order systems and Lyapunov theory have been
introduced and considered in [17]-[18].

In [19], a novel terminal sliding mode observer is
developed using neural networks for a nonlinear system.
Moreover, authors in [20] deal with fractional nonsingular
terminal sliding mode controllers for nonlinear fractional-
order chaotic systems.

On the other hand, fuzzy systems are valuable for
employing expert knowledge and have received considerable
attention within the control field in the last two decades [1].
The importance of fuzzy systems lies in designing controllers
based on experts’ knowledge. Also, it has been proven that if
the required conditions are met, fuzzy systems are
comprehensive approximators and can estimate any
continuous nonlinear function of any degree. They are also
referred to as model-independent control methods. In
addition, fuzzy logic has been able to open its place in
adaptive control with different structures, and adaptive fuzzy
control has shown promising performance.

Since fractional order calculus has recently developed in
control systems, the combination of fractional order systems
and adaptive fuzzy controllers is considered a novel field in
intelligent control engineering and research. The first
fractional order fuzzy adaptive controller was presented by
Onder Efe in 2008 to guide a two-degree-of-freedom robot
arm with an integer dynamic model [21]. The study [22]
covers the sliding mode and indirect fuzzy adaptive controller
to synchronize fractional-order nonlinear chaotic systems.
Also in [23], the H"ofuzzy adaptive controller is designed to
synchronize the fractional-order nonlinear system. In [24], an
adaptive fuzzy controller and sliding mode approach are used
for fractional-order time-delayed nonlinear systems.
However, the disadvantage of [22]-[24] is the lack of
sufficient accuracy in fractional-order mathematical
calculations, which makes the results unusable. The authors
in [25]-[27] propose a fractional-order nonlinear system
based on a hybrid fuzzy adaptive controller, which uses
improper fractional-order calculus equations. Furthermore,
[27] uses integer-based Lyapunov’s theorem to prove
fractional-order systems incorrectly.

In [30], an interval type-2 fuzzy adaptive controller is
presented for both synchronization and stabilization of
chaotic nonlinear fractional-order systems. In [31], a fuzzy
adaptive controller is applied to synchronize and stabilize
fractional-order nonlinear systems in the presence of
uncertainties. Sliding mode control is a common technique to
control fractional-order systems with uncertainty and external
disturbances [34]-[35]. In [36], the adaptive fuzzy controller
has been applied to fractional order uncertain systems in the
presence of input constraints. The adaptive fuzzy approach
can also be used for time-delayed systems [37]. Various
adaptive methods have been proposed for fault tolerance in
fractional-order systems [38]-[39]. Authors in [42] deal with
a fuzzy adaptive consensus controller for a class of
incommensurate fractional-order systems. The FO sliding
mode controller is developed for a class of affine nonlinear
systems in [43].

The primary disadvantages of the proposed method are
two-fold:

1) Neither of the referenced studies examines fractional
nonaffine nonlinear systems.

2) In designing an adaptive controller for an unknown
nonlinear system, most sources rely on approximating the
unknown functions of the system using a fuzzy system based

on the Lyapunov theorem. This approach significantly
increases the computational burden.

The present article proposes a fractional-order adaptive
fuzzy strategy that controls uncertain nonlinear fractional-
order systems in the presence of disturbances. The advantage
of the proposed method is that it overcomes the uncertainty
and external disturbance in the nonlinear fractional model. A
Fuzzy system is considered to estimate the control input as a
universal approximator and to apply the experts’ knowledge
in designing controller procedures. The closed-loop stability
is guaranteed in the sense of Lyapunov.

The organization of the paper is explained as follows: a
review of the preliminary concepts of fractional calculus and
the fuzzy system is provided in Section 2. The problem
statement is presented in Section 3. The design of fractional
fuzzy adaptive control is proposed in Section 4. Section 5 is
dedicated to illustrating the numerical simulations.
Eventually, a brief summarization is presented in the last
section.

Il. PRELIMINARIES

The present section intends to discuss the pivotal
preliminary, stability definitions, the fractional calculus,
which relies on Mittag-Leffler theory, and fuzzy logic
systems.

Fractional Calculus

For a better understanding of fractional-order systems, this
section briefly examines these systems.

A critical role is associated with fractional calculus in
recent contexts. The differential equations of fractional order
are applied to describe the control system. The arbitrary
orders of derivatives and integrals are indeed allowed by
fractional calculus. The definition of a general calculus
operator (comprising both fractional and integral orders) is
presented as [40]:

dq
ara’ q>0
athI= 1, q=0

t
J (dt) 1, q<0
a

Where g and a are arbitrary real numbers. Below, the
description of three common definitions for the fractional
derivative and integral is presented.

Definition 1: [28] The g-order Grunwald - Letnikov (GL),
Riemann-Liouville (RL), and Caputo(C) derivatives of the
function f(t) are described as:

_ g N1 _
eoif@ = Jim [ D gy (e[ 5))
j=0
d t
B0 = = ¢~ @
SDIf(H) = —— [, (t - )" (Ddr L)

r-q

where 0 < g < 1 and I'(.) is the Gamma function.
Definition 2: [28] The g- order Riemann-Liouville
fractional integral of f(t) is defined as:

1

D) == [ (t = DI f(Ddr. )

I'(q)
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Definition 3: [28] The Mittag-Leffler function for solving
fractional order systems is defined likewise the exponential
function applied to solving integer-order systems, as follows:

k
0 z
Ea(2) = k=0 1y @)
where a > 0.
The next equation explains the Mittag-Leffler function in
terms of two parameters:

k
Eap(@) = Zio0 tarips ©)

where a > 0 and g > 0. For f =1, we have E, 1(z) =
Ey(2). Also E; 1(z) = e?.

According to various references, the most suitable
definition for engineering applications is the Caputo (C)
approach.

Definition 4: [28] (Mittag-Leffler Stability) The solution
of §D/x(t) = f(x,t) is considered to be Mittag-Leffler
stable if

Ix(8) I< (M1 = ta) 7 Eaamy (~ACt — t)D)} (5)

where a€(0,1), y€[0,1—a], b>0, m(0)=0,
m(x) = 0, m(x) is locally Lipschitz on x € B € R™ with
Lipschitz constant, and ¢, is the initial time.

Theorem 1: [28] Let x = 0 be an equilibrium point for the
system  §D[x(t) = f(x,t) and D <SR be a domain
containing zero. Let V(t,x(¢)):[0,00)xD >R be a
continuously differentiable function and locally Lipschitz
with respect to in order that

a; |l x 19 V(t,x(t) < ap Il x |12
SDEV(t,x(t)) < —az I x 1 (6)

where t >0, x € D, f € (0,1), ay, ay, a3, a and b are
arbitrary positive constants. Then, the origin is Mittag-Leffler
stable. In the case that assumptions hold globally on R", it
could be deduced that the origin is globally Mittag-Leffler
stable.

The common Asymptotic stability is implied by Mittag-
Leffler stability.

Lemma 1: [29] Suppose that x(t) € R is a derivable and
continuous function. Hence, at each time instant ¢t > ¢, it is
deduced that:

1

(6D () < x(O)EDix(t) Vg€ (0,1) @)

The main tool in the present study includes Caputo
fractional order operators.

Fuzzy System

As the proposed method uses fuzzy systems as a general
approximator, this section briefly discusses these
relationships.

The fuzzy logic system is concisely illustrated in Fig. 1 [1].
The primary configuration of this system consists of a
fuzzifier, a defuzzifier, and an engine for fuzzy inferences.
This engine is made up of some IF-THEN rules to create a
U=[U; xU, x...xU,] to R mapping, in which X =
[x1,x5,...,x,] € R™denotes a linguistic input vector, and the
output of the fuzzy logic system is denoted by the linguistic
variable y € R [1]. The " fuzzy rule is denoted by:

RY:If x; is F} and x,, is F! theny is B! (8)

where F} and B! are the labels of the input and output fuzzy
sets, respectively. Suppose [ to be the number of fuzzy IF-
THEN rules and consider i as the number of inputs of the
fuzzy logic system. The fuzzy system output value would
equal the following equation by applying product inference,
singleton fuzzification, and center average defuzzification:

YR | LY CT))
5

z:11‘11 M=, ﬂFL(xi)
3

y(x) = 9)

where the membership function for the linguistic variable
x; is denoted by .1 (x;), and the crisp value y' is the value of

y corresponding to the maximum value of the Gaussian
membership function u: [3]. Hence, Equation (9) can result
in the following by applying the fuzzy basis function (FBF)
[1]:

y(x) = 07¢(x) (10)

where 8 = [y!,y?,...,yM]" is a parameter vector and
E(x) = [E1(x), E2(x),...,EM(x)]" is the fuzzy basis
functions set definable by:

M7y Kt (50D
L

§00) = (1

~y HFL(xi).
A

Equation (9) is regarded as a universal approximator in
terms of a fuzzy system if its parameters are chosen properly
[2].

Lemma 2: [32] Assume f:Q — R is Lipschitz continuous
foreach x € C1(I; Q) and e > 0, there would be a fuzzy logic
system of (10) in a way that sup|f(x(t)) —8T&é(x)| <€
holds.

[ Rule base }

Input

[ Fuzzifier ]-——[ Fuzzy inference engine

Outpul

Fig. 1: Graph of the fuzzy logic system
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Both Equation (11) and Lemma 2 are essential for
understanding fuzzy systems as universal approximators.

I1l. PROBLEM STATEMENT

In the present study, the general form of the non-affine
fractional-order system is considered below:

qul = xz
D, = f(x,u) + o(t) (12)
YV =X

where X = [x,x,]" is the state variable, f(x, u) shows
an unknown nonlinear function, o(t) is the bounded
disturbance, and u presents the control input. The main
control objective for the system in Equation (12) is to
design a fuzzy adaptive fractional-order controller in a
way that the system output y(t) tracks a desired trajectory
vq(t). In the meantime, all closed-loop system signals
remain bounded. Concerning the system in Equation (12)
and the desired trajectory, the next assumption should be
considered.

Assumption 1: It is assumed that the nonzero function

fu(x,u)z% satisfies the following inequality,
without loss of generality.

fulx,u) = F >0 (13)

in which F € R is constant and known.
Assumption 2: The nonzero function f,(x,u) is
supposed to fulfil the next inequality.

pi) =-E <o (14)

Assumption 3: The boundary of the external
disturbance is regarded as:

lo(®)| < D. (15)

Assumption 4: An arbitrary trajectory y,(t) as well as
all its fractional time derivatives Dy, (t) are bounded and
smooth.

The tracking error is defined as:

e =[ere;]" (16)

where e; = y; — y. By g-order time differentiating of
Equation (16), we obtain:

D¢, =D%%,— D9y =D9,; — Dx,
=Dy —x; = e

Die, = D21y, —Dx,
= D%y, — f(x,u) — a(t)

(17)

So, Equation (17) can be rewritten as Equation (18).
Dl = A;e + B[(D*y, — f(x,u) — a(t)] (18)
where A; = [g (1)] andB=[0 1]

Consider A = A; — BKT be Hurwitz, for K = [ky, k,]T.
Hence, according to the next equation, each symmetric

positive definite matrix Q has a unique symmetric positive
definite solution P such that [41]:

ATP+PA=—Q (19)

Let w be defined as
T
w=D%y, +KTe + atanh(B—:e) +w (20)

€ denotes a small positive constant, a denotes a large

positive constant, and tanh(.) is the hyperbolic tangent

function, and w' stands for the adaptive term that describes
T

later. If the term KTe + atanh(%) + w' is added and

subtracted to the right-hand side of Equation (18), it leads
to:

T
D% = Ae — B[f(x,u) —w+0a(t) + atanh(B :e) +

w'] (21)
Using Assumption 1, the next inequality is true for the

signal, which is not explicitly dependent on the control
input u:

If(xw)-w) _ af(xu)
o =——>0 (22)

Based on the implicit function theorem, the nonlinear
algebraic equation f(x,u) —w = 0 is locally solvable for
an arbitrary input (x, w). Hence, for any (x,w) € R? x R,
some ideal controller u*(x, w) exists such that fulfills the
next equality:

flx,u)—w=20 (23)

Using the mean value theorem, a constant u € (0,1)
exists in a way that the nonlinear function f(x,u) is
expressed around u* as:

fow) =flou) +w—ufy, =fxu’)+
eu,fu, (24)
where
£ = o(f (xw))

ou |u:u”

u, =up+ (1 —wu’ (25)

By replacing Equation (24) into the error Equation (21),
we have:

T
Die = Ae — Bley, f,, + o(t) + atanh(*=2) +w']
(26)

Nonetheless, the existence of the ideal controller
u*(x, w) for the system (23) is just assured according to
the implicit function theory, but no solution technique is
recommended yet. The next section deals with obtaining
the unknown ideal control.

IV. FRACTIONAL ORDER FUZZY ADAPTIVE
CONTROLLER
The previous section discusses the existence of an ideal
controller for control objectives. This section focuses on
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developing a fuzzy system for the adaptive approximation
of the unknown ideal controller. The ideal controller u* is
denoted as below.
u'=f(2)+e (27)

where f(z) = 8*T&(z); 6* and &(z) are parameters and
fuzzy basis functions, respectively. e denotes an
approximation error that fulfills |e] <A. Unknown
parameter 6~ is calculated via the next optimization.

0" = arggmin[sup|07(2) — f(2)|] (28)

The approximation of 6* is denoted by 8 and u,,, is a
robust controller used for compensating uncertainties,

approximation  error, interconnection term, and
disturbance. The controller (27) is rewritten as:
u=078(2) + Urop (29)

In which 87&(z) is the ideal controller approximation,
and u,,,, is defined below.

BTp A,
Upop = LBT:! (Fu, + Fu, +w'). (30)
Ya O error Fuzzy Adaptive
% Controller

— Updating Rules

where u, is a compensation for uncertainties and
approximation errors, W' estimates w, and u,

recompensates bounded external disturbances.

Using parameter error as 8 = 6 — @*, Equations (29)
and (30), Equation (26) becomes:

Dl = Ae — B[AT&(2) + Upop — €)fu, +0(t) +

BT pe
atanh(——) + w'] (31)
Consider the following update laws [20]:
D0 = B,BTPeé(z)
dy. = T

Du, = B5|BT Pe|
(D9’ = B,|B" Pe]

where B; >0, i =1,...,4, are constant values. The
updating laws will be derived later from the Lyapunov
theorem, based on Theorem 2.
The block diagram of the overall controller is shown in
Fig. 2.

xlxl

Fractional-Order

e

d

System

-

Fig. 2: The block diagram of the overall closed-loop system.

Theorem 2: Assume the error dynamical system of (31)
and the external disturbances fulfilling Assumption 3. The
controller structure described by Equations (29) and (30),
along with the adaptation rules in Equation (32), ensures that
the tracking error asymptotically converges to a
neighborhood of zero and bounds all closed-loop system
signals.

Proof: The following Lyapunov function is the starting
point for proving the convergence of the tracking error, as
well as the error of the parameters being bound to the
neighborhood of the origin.
uz
B3 +

1c1
2Ly,

u

wi?
-]

V =
Ba

— _ 72
e"Pe + 0710 + ;‘—T + (33)
2
where 8 = 6 — 6*, 1, =ur—§, U, =u.—€, and w' =
w —w'. According to Lemma 1, the g-order time derivative
of the Lyapunov function becomes.

DIV < %[fi (eTPD% + DT Pe) + DQ(fi)eTPe] +
_ _ u u
aTpr1DIg

wiDAwr

+
Ba

u.D9u,

B3

D9,

B2

(34)

By substituting the error dynamics Equation (31) into
Equation (34), we derive the following results:

DV < %[fieT(ATP + PA)e — (D;—fu)eTPe] -

A T
fiBTPe[(eTs(z) + Uy — €)fyy, + 0(t) + atanh(C
u
u,y D,  u.Du,
+
B2 B3

)+
(35)

wrDawr

Ba

w']+0"B'D6 +

BT pe
&

Using the BT Pe. tanh(——) = |BT Pe| and Equation (19),
Equation (35) can be rewritten as (36).
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Dy < %[_ fieTQe _ Df_fu)eTPe _ fi |BT Pe|] + 3% The state variable of duffing system
iBTPe[(éTf(z) + Upop — E)fpy, + 0(t) + W +
gTp-1pag w,D9%,  u.pu. , wDIwr 10
e + + B3 Ba (36)
Using Assumptions 1 and 3 and Equation (36), we have: x o
DV < l[—leTQe—Dq—f“)eTPe — £ |B"Pel] + 10
15 FPe' % | BTPeBTE(z) — | BT Peu,,p + |BT Pele —
T a1 -
|B Pe| |B PelD + QTﬁ 1pag +u'rD Ur + uc; Uc + 20.6 - ™ p " X "
3
W’;qw’ (37) s Figl;]. 3: The state variable of the duffing system with [x, (0), x,(0)] =
4 , — 1.

After performing several mathematical manipulations, the
following equation is established.

ay <1— L oT0e — 2MuyoTpe — %\ BT Pe|] —
D VSZ[ e Qe - Je' Pe fulBTPel]
BTPefTE(2) + 7B 1DG — |BT Pelu, + 22D +
T
—url; “r _ |BTPe|u, + |BT Pe|e + =< LD | |B Pe] Fpel w'| —
2
|BTPe| . , wiDwr
Wi 38
- o (38)

By substituting the adaptive law described in Equation
(32), the above inequality can be rewritten as follows:

qu<—-[ ~eTQe +Df“ TPe+ = |B" Pel] (39)

Based on the proposed assumptions, D9V < 0 is satisfied.
Then, the origin is Mittag-Leffler stable and consequently,
the equilibrium point of the system is asymptotically stable.
Thus, according to Theorem 1, the tracking error converges
to the neighborhood of the origin. Furthermore, all the signals
involved in the closed-loop system are bounded. Thus, the
proof is finalized.

V.SIMULATION RESULTS

In this section, a FO fuzzy adaptive controller is proposed,
and three nonlinear FO examples are presented to validate the
methodology's influence. In all cases mentioned below, the
Caputo approach applies to the derivative operator.

Case A: Chaotic System
Consider the duffing dynamics discussed in the following
FO nonlinear equations.

qul =Xy
Dix, = (1 + usin(wt))x; —rx, —x3 +u

(40)

where w =1, r=0.2, and ¢ =1 . Five membership
functions are defined for every input, and seven membership
functions are considered for each output with 25 “If-Then”
rules. Fig. s 3 and 4 show the phase portrait of the fractional-
order duffing system.

The state variable of duffing system

1.5
1

0.5

N e
0.5

1

1.5 *
2 -1 0 1

Fig. 4: The state variable of duffing system with [x, (0),x,(0)] =
[-1,1].

As it is obvious in Fig.s (3) and (4), the duffing chaotic
system is sensitive to the initial values.

To reduce the sensitivity of the chaotic system to initial
conditions and perform output tracking, we apply the planned
controller, Equations (29) and (30), to the fractional-order
Duffing system.

Fig. 5 presents the system's output and the desired
trajectory under the planned controller.

——Reference ||
= = =Real

0 é 10 15
Time(sec)
Fig. 5: Tracking trajectory of Case A

Fig. 6 depicts the tracking error as the difference between
the system's output and its desired value.

Tracking error

-0.1

-0.15

. .
0 5 10 15
Time(sec)

Fig. 6: Output Tracking error for case A
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As shown in Fig. s 5 and 6, the performance of the
proposed controller in the presence of external disturbances
is satisfactory and furthermore denotes the convergence of
tracking errors to zero in a considerably short time.

The control input of the system is depicted in Fig. 7.

2

Control input

I
10

5
Time(sec)

Figure 7: Control input for the FO Duffing system

As can be seen from Fig. s 5-7, it is evident that the
proposed controller exhibits favorable performance.
Furthermore, all signals involved in the closed-loop system
are bounded in the above figures as proved by Theorem 2.

For comparing our approach with other methods, we apply
a PID controller to the duffing system mentioned in Equation
(40). The coefficients of the controller are tuned based on
Ziegler-Nichols as k,, = 2000, k; = 100,k, = 10.

The reference signal and the system's output under the PID

controller are depicted in Fig. 8.

\\//\\/

B
t,

Fig. 8: Outputs of the system and reference signal under the PID
controller.

The difference between the reference signal and the

system's output is shown in Fig. 9.

Fig. 9: Tracking error under the PID controller.

The control input of the system is illustrated in Fig. 10.

Fig. 10: Control input for the FO Duffing system under the PID
controller

As shown in the above figures, it is clear that our approach
outperforms the PID controller. However, the PID controller
exhibits a faster convergence speed compared to our method.
Moreover, the PID controller cannot eliminate the

disturbances perfectly.

Case B: Fractional order nonlinear Gyroscope
To investigate the proposed methodology, we apply it to a
fractional-order nonlinear gyroscope system. Thus, the
fractional-order nonlinear nonaffine model of the gyroscope

is:
Dix;_x,
2
q _ (l—cos(xf(t))) _ _ 3
D/x, = 100751‘113(9:1(1:)) 0.5x,(t) — 0.05x5(t) +

35.55in(25¢t) sin(x;(t)) + sin(x;(t)) + Ap(x, t) +d(t) +
u(t) (41)

where q stands for Caputo fractional order, x,; is the
rotation angle of a gyroscope, and x, shows the angular
rotation speed. In our approach, the uncertainties and external

disturbances are considered as [25]:

{

Fig. 11 depicts the fractional-order nonlinear structure of
the gyroscope [25].

Ar = 4sin(x;) + cos(x;) (42)

d(t) = 2cos(2t)

Gyroscope Spin axis

Fig. 11: Gyroscoper scheme [25]

In this case, five membership functions have been
considered for input and seven for output. 25 “If-Then” rules

are assigned for the fuzzy system.
Fig. 12 shows both the first state of the nonlinear

fractional-order gyroscope controlled by a fuzzy adaptive
controller, along with the reference signal.

Reference
— — Real

1.5

30

15 20

Time (s)

Fig.12: Tracking trajectory of gyroscoper system

10
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The tracking error (difference between the first state of the
nonlinear fractional-order gyroscope and the reference
signal) is illustrated in Fig. 13.

0.4

Tracking error
1<) IS} o
= N o N
Y
|
3
I
[
|
|
g
|
|
[

2
o

08

0 5 10 15 20 25 30
Time (s)
Fig.13: Tracking error of gyroscoper system.

As shown in Fig. s 12 and 13, the convergence of the
tracking error to zero is guaranteed.

The control input of the gyroscope system (41) is
demonstrated in Fig. 14.

4000 {
2000 F
-
= 2000
Q.
£
S 4000
€
[=]
O oo
-8000 |
-10000
{50 | ! ! ! ! J
0 5 10 15 20 25 30
Time (s)

Fig. 14: Control signal of the gyroscoper system.

Based on Theorem 2 and Fig. 14, the control input is
bounded. Fig. s 12- 14 show both the tracking error
convergence to the origin and the boundedness of the signals
of the closed-loop system, indicating that the proposed
methodology has promising performance in the presence of
external disturbances and uncertainties.

Case C: Nonlinear inverted pendulum

The planned policy is applied on a fractional-order
nonlinear nonaffine inverted pendulum model, which is
expressed below [33]:

q
aD; x1-x,
. sin(xq) cos(x1)
q gsin(xy)-mix2 cos(xq)+ mc+71n mc+711
aD/x, = 7 + 2 u+
3lmcos2(x1) I 3mcos2(xq)
mc+m me+m
d(t) (43)

where x; and x, respectively indicate the swing angle and
swing speed, d(t) as the external disturbance. This approach
considers five membership functions for input and seven for
output. 25 “If-Then” rules are designated for fuzzy systems.
Fig. 15 shows the inverted pendulum scheme [33].

u

Fig. 15: Fractional order nonlinear Inverted Pendulum [33]

Table | summarizes the inverted pendulum parameters.

TABALE |
The Parameters of the Fractional-order Nonlinear Inverted Pendulum.
Symbols| Value | Unit
g gravitational acceleration 9.8 m/s?
m, mass of the cart 1 Kg
m mass of the pendulum 0.1Kg
l length to pendulum center of 0.5 m
mass

The objective of control denotes the design of a fixed-time
law in a way that the inverted pendulum motion tracks the
assumed bounded reference trajectory as r(t).

Both the tracking trajectory of the inverted pendulum using
fuzzy adaptive methodology and the reference signal are
shown in Fig. 16.
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Fig.16: Tracking trajectory of the inverted pendulum.

The difference between the first state of (43) and the
reference signal is presented in Fig. 17.
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Fig. 17: Tracking error of the inverted pendulum

Fig. s 16 and 17 demonstrate that the system's output
converges to the reference signal. Furthermore, the presence
of uncertainties and disturbances can not affect the
performance of the system. The control input is established in
Fig. 18.
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Fig. 18: Control input of the inverted pendulum

Fig. s 16 through 18 confirm the encouraging performance
of the planned procedure.

This section clearly indicates that:

1- Convergence of the tracking error to zero is
guaranteed.

2- Robustness against uncertainties and disturbances is
guaranteed.

3- Boundedness of the signal involved in the closed-loop
system is assured.

VI. CONCLUSION

This paper discusses a fuzzy adaptive output tracking
methodology for fractional-order (FO) nonaffine nonlinear
systems. Fuzzy logic is employed as a universal
approximator, leveraging expert knowledge in the controller
design process. The adaptation laws proposed in this study
ensure both closed-loop stability, in accordance with
Lyapunov’s stability criteria, and the asymptotic convergence
of the tracking error to a neighborhood around the origin. The
main advantages of this methodology are: 1) the
incorporation of expert knowledge in the controller design,
and 2) robustness against disturbances, approximation errors,
and model uncertainties. To demonstrate the effectiveness
and performance of the proposed approach, it has been
applied to three types of FO nonaffine nonlinear systems.
Simulation results indicate that the method achieves an
acceptable tracking error and a rapid response time. The main
limitations of the proposed method are 1) applying
Assumption 2 on the unknown function of the systems and 2)
the complex controller structure in Section 3. The complexity
of the proposed controller in sections 3 through 5 is due to
both the structure and the unknown function of the system. In
future work, we plan to explore the application of this
methodology to real-world FO nonaffine nonlinear systems
with input constraints.
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