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Editor’s Note
Journal of Modeling & Simulation in Electrical and Electronics Engineering

The Journal of Modeling & Simulation in Electrical and Electronics Engineering is a key
platform for the advancement of research in electrical and electronics engineering. Whether we
are developing reliable power systems, designing efficient electronic circuits, or analyzing
complex electromagnetic environments, these tools allow us to predict performance, reduce
risk, and optimize solutions long before they are implemented in the real world.

In this issue, we highlight the growing importance of simulation-driven engineering. Our
articles explore the practical methods, software tools, and analytical approaches that support
engineers in tackling today’s challenges—from system-level modeling and control design to
circuit behavior analysis and emerging digital-twin applications.

As technology evolves and engineering problems become more interdisciplinary, the ability
to model accurately and simulate effectively becomes even more essential. We hope the content
in this edition encourages deeper understanding, inspires innovation, and strengthens the
connection between theory, experimentation, and practical application.

Thank you for your continued support and engagement. Your feedback and participation help
us maintain the quality and relevance of this publication.

Sincerely,

Editor-in-Chief MSEEE
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Design and Validation of a Pressure-Based Insole
for the Quantitative Assessment of Gait
Abnormalities

Maryam Farivar'”, Hadi Soltanizadeh? and Mohammad Zahrayee®

Abstract—This study presents the design and validation of a
wearable in-shoe system for real-time monitoring and
guantitative analysis of plantar pressure distribution during
walking. The system incorporates ten force-sensitive resistor
(FSR) sensors strategically placed at key anatomical regions of
each foot, enabling high-resolution pressure mapping. Data
acquisition and wireless transmission are managed via an ESP32
microcontroller using TCP/IP protocol, with onboard microSD
storage for redundancy. A custom graphical user interface
(GUI), developed in Delphi, enables live visualization and
recording. It also supports signal processing techniques,
including dynamic time warping (DTW) for temporal alignment
and signal averaging for noise reduction. Experimental trials
were conducted on four adult participants (aged 22-45),
including one individual with a normal gait and three with
abnormal patterns, such as internal rotation, external rotation,
and supination. Each participant completed multiple walking
trials on a treadmill at a constant speed for a duration of 1
minute under standardized footwear conditions. The results
confirmed that the system achieved high accuracy in
distinguishing  gait abnormalities, validated through
quantitative metrics and visual pressure profiles. The proposed
system provides a low-cost, portable, and clinically relevant
solution for early detection of gait disorders and long-term
rehabilitation monitoring. Its modular architecture and real-
time performance demonstrate its potential as an effective tool
for both clinical and remote rehabilitation monitoring.

Index Terms--biomechanics, DTW, FSR sensor, Gait
Analysis, Plantar Pressure Distribution, Postural Disorders,
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NOMENCLATURE
FSR Force Sensitive Resistor
PCA Principal Component Analysis
SVM Support Vector Machine
DTW Dynamic Time Warping

I. INTRODUCTION

AIT abnormalities are often early indicators of

underlying neuromuscular, orthopedic, or metabolic
disorders. If left undetected, they can lead to chronic pain,
reduced mobility, and increased healthcare costs. Early
diagnosis and continuous monitoring of gait patterns are
therefore essential for effective rehabilitation and prevention
of secondary injuries [1]. Among various biomechanical
parameters, plantar pressure distribution provides valuable
insights into foot function and postural control during
walking.
Since the introduction of plantar pressure measurement
systems in the 1960s [2], technological advancements have
enabled more precise and dynamic assessment of gait. In-
shoe pressure sensors, particularly force-sensitive resistors
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(FSRs), have proven effective in capturing gait-related data
in both clinical and non-clinical environments [3].

Factors such as age, neuromuscular conditions, joint
pathologies, and walking speed influence gait dynamics.
Moreover, plantar pressure distribution depends on foot
structure and postural control, playing a vital role in gait
evaluation. The gait cycle encompasses multiple stages,
beginning with heel strike and continuing until the same foot
returns to ground contact (Fig. 1) [1], [4], [5].

| AW (\’ \
A [\ \
A € : | { B \ €
Hed strike |  Toading Mid-stance Terminal Pre-swing Mid-swing Terminal
A response  stamce swing

Double support Single support Double support single support

Stance Phase Swing Phase

Stride

Fig. 1. A stride consists of multiple actions of the legs and feet [1]

Continuous  gait monitoring, especially  during
rehabilitation, can accelerate recovery and reduce the risk of
further injury. Pressure-sensing systems have been widely
applied to assess motor impairments such as flatfoot, foot
deformities, and neuropathies. However, many existing
systems suffer from limitations, including bulky design, low
accuracy, high energy consumption, and dependence on
laboratory-grade setups [5].

In addition to hardware design, plantar pressure sensors
can capture the distribution of forces across the foot in both
static and dynamic conditions. The collected data can be
analyzed using machine learning techniques to extract
patient-specific patterns and strategies [6].

To address these challenges, we propose a lightweight,
low-cost, and portable in-shoe system for real-time gait
analysis. Unlike commercial platforms that often require
specialized environments and complex configurations, our
system is designed for ease of use in everyday settings. It
operates reliably on flat surfaces or treadmills, with the latter
offering speed consistency for enhanced measurement
accuracy. The system uses a standardized shoe and elastic
upper to minimize variability caused by footwear differences,
ensuring consistent gait data across participants. Compared to
existing commercial systems, which often require laboratory-
grade setups and trained personnel, our platform emphasizes
accessibility and ease of deployment in real-world scenarios.

Our platform integrates ten FSR sensors per insole,
strategically positioned at key anatomical locations to capture
high-resolution pressure data. Data acquisition and wireless
transmission are managed via an ESP32 microcontroller
using TCP/IP protocol, with onboard microSD storage for
redundancy. A custom graphical user interface (GUI),
developed in Delphi, enables live visualization, recording,
and signal processing—including dynamic time warping
(DTW) for temporal alignment and signal averaging for noise
reduction.

This study presents the design, implementation, and
experimental validation of the proposed system, highlighting
its potential for clinical gait assessment, remote rehabilitation
monitoring, and early diagnosis of movement disorders. The
system offers several key features:

. Real-time data acquisition and analysis;

° Simultaneous measurement of both feet for bilateral
gait analysis;

. Dynamic data collection during natural walking or
treadmill use;

. Thin and lightweight insoles that do not interfere
with walking;

o A custom-designed printed circuit board (PCB) with
embedded sensors, eliminating wiring to enhance durability,
data precision, and user safety;

. A compact electronics module mounted on the front
of the shoe to avoid discomfort;

. High-speed wireless data transmission via Wi-Fi for
user convenience;

° Intuitive usability without the need for user training;

) Usability in non-laboratory and non-clinical
settings;

. An adjustable, elastic upper design accommodating

men’s shoe sizes 39 to 43.
Compared to existing commercial insoles and laboratory-
grade pressure mats, which often suffer from high cost,
limited portability, dependence on controlled environments,
and proprietary licensed software, our system represents a
significant advancement in usability and accessibility. It
eliminates the need for specialized equipment or trained
personnel, supports real-time bilateral gait analysis, and
enables remote monitoring in everyday settings. By
combining lightweight hardware, standardized footwear, and
a fully customizable and intuitive software platform that can
be tailored to meet the specific needs of each patient,
individual user, or intended usage environment, the proposed
platform addresses key limitations of previous systems—
namely cost, bulkiness, data inconsistency, restricted
deployment, and software accessibility—making it a practical
and scalable solution for clinical and home-based
rehabilitation.

Il. RESEARCH OVERVIEW

Numerous studies have investigated plantar pressure
measurement systems for applications such as gait analysis,
detection of foot abnormalities, and rehabilitation
monitoring. Over the years, these systems have progressed
from simple wired configurations to advanced wireless
platforms incorporating integrated sensors and intelligent
algorithms. This section provides a structured overview of
major developments in the field, emphasizing technological
innovations, diagnostic applications, and the growing role of
machine learning techniques. By reviewing existing
approaches and their limitations, we highlight the motivation
for the proposed system and its anticipated contributions to
both clinical practice and remote gait assessment.

The following subsections present a categorized review of
prior research, organized thematically to highlight historical
milestones, technological innovations, and diagnostic
methodologies relevant to plantar pressure analysis and gait
assessment.

A. Historical Evolution of In-shoe Systems

Applications of plantar pressure measurement date back to
1963, when Bowman and Brend used basic devices to assess
footwear in patients with leprosy [2]. Early systems were
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wired and limited in mobility. In 1997, Lawrence and
Schmidt introduced the first wireless in-shoe system for
analyzing gait in both healthy and paraplegic individuals. A
persistent challenge in these systems has been sensor
slippage, emphasizing the need for precise sensor placement

[71.
B. Commercial Systems and Limitations

Advanced commercial platforms, such as Pedar and
Tekscan, offer high-resolution data and robust performance.
However, their high cost, reliance on numerous sensors, and
need for controlled environments limit their accessibility and
scalability. These systems are often confined to laboratory
settings and require trained personnel, making them
impractical for widespread clinical or home-based use.

C. Emergence of FSR-Based Solutions

Force-sensitive resistors (FSRs) have gained attention as
a cost-effective alternative for plantar pressure measurement.
Studies have demonstrated their stability under static
conditions and feasibility in low-cost setups using FSR406,
Arduino, and LCD modules [8]. For example, Wei-Chun Hsu
et al. used five FSR sensors to correlate plantar pressure with
the Arch index, showing strong performance in both static
and dynamic conditions [9].

D. Foot Arch Classification and Pressure Mapping

Several studies have explored detecting foot arch types
(flat, normal, high). One investigation combined plantar
pressure data with webcam images for flatfoot analysis.
Another study examined how arch types influence pressure
distribution during running, revealing increased heel pressure
at a higher speed [10]. A stair-climbing study showed
unexpected lateral pressure shifts in flat-footed individuals,
suggesting compensatory mechanisms for balance [11].

E. Machine Learning Integration in Smart Insoles

Recent systems have integrated machine learning
algorithms to enhance diagnostic capabilities. For instance, a
smart insole with seven FSRs and a BLE transmission
achieved 63% accuracy in pressure pattern classification [12].
Sonaria et al. developed footwear with 12 sensors (FSRs,
accelerometers, gyroscopes) and applied PCA, Random
Forest, and SVM to detect gait abnormalities. Another expert
system combined FSRs with image processing to generate
personalized treatment reports [13].

F. Sensor Density and Diagnostic Accuracy

Studies have experimented with varying sensor counts. A
system with 30 FSRs revealed peak pressure in the heel
region, while another with 15 sensors predicted flatfoot risk
with over 80% accuracy [14]. Protective layering and
anatomical sensor placement were used to enhance durability
and precise position [15]. The most recent research utilized
ResNet50 with CBAM attention modules to analyze plantar
pressure images, achieving 96.6% classification accuracy
[16].

G. Recent Innovations and Mobile Integration

The I-shoe project introduced a smart insole equipped
with eight FSRs and a low-power microcontroller, paired
with a mobile application that visualizes real-time pressure
data and heatmaps. Machine learning algorithms were used to
detect flatfoot and gait imbalance, with successful testing
across multiple individuals. The system demonstrated

potential for diabetic foot detection, rehabilitation, and athlete
monitoring [17].

In summary, while prior research has demonstrated the
feasibility of FSR-based systems for gait analysis and foot
abnormality detection, challenges remain in achieving high-
resolution data, ergonomic design, and clinical applicability.
The proposed system in this study builds upon these
foundations by integrating optimized sensor placement,
standardized footwear, and real-time wireless transmission—
aiming to bridge the gap between laboratory-grade accuracy
and everyday usability.

In the following section, we present the design and
implementation details of the proposed system, outlining its
hardware architecture, sensor configuration, and data
acquisition methodology.

I11. MATERIALS AND METHODS

This section presents the overall architecture of the
proposed system along with its hardware components,
including the insole sensor module. In addition, the design
and implementation of the graphical user interface (GUI) for
data visualization, as well as the experimental protocol used
for data collection, are described in detail.

A. System Architecture

The proposed system consists of a central workstation that
wirelessly communicates with a set of wearable sensors. This
workstation is responsible for executing processing
algorithms and displaying real-time data. The overall system
architecture is designed to enable seamless integration of
hardware and software components for acquiring,
transmitting, and analyzing plantar pressure data in real time.
The analysis results are visually presented to the user via an
intuitive graphical user interface. The system architecture is
illustrated in Fig.2. The system architecture consists of three
primary components: (1) a set of force-sensitive resistor
(FSR) sensors embedded in the insole to capture plantar
pressure data, (2) an ESP32-based microcontroller
responsible for data acquisition and wireless transmission,
and (3) a graphical user interface (GUI) developed in Delphi
for real-time visualization and analysis. This modular design
ensures seamless integration between hardware and software,
enabling efficient monitoring and interpretation of gait

patterns.
Pressure Sensor y Controller ) Graphical User
(FSR) (ESP32) Interface

Fig.2. System Architecture Diagram

The data acquisition hardware includes a customized
insole equipped with 10 force-sensitive resistor (FSR) sensors
strategically placed at key points under the foot. These
sensors measure pressure distribution across various regions
of the foot during different phases of the gait cycle, enabling
more precise analysis of walking patterns.

The ESP32 module has been selected as the central
control unit due to its versatile features and high compatibility
with wearable systems. In addition to supporting wireless
communication via Wi-Fi and Bluetooth, the ESP32 offers
adequate processing power, low energy consumption, and a
compact size, making it ideal for portable applications. Its
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dual-core architecture, support for the TCP/IP protocol, and
ability to maintain real-time communication with a host
computer make it a suitable choice for collecting and
transmitting multisensory data. Moreover, its ease of
programming and availability of extensive development
resources significantly accelerate system development and
implementation.

Each shoe is equipped with a dedicated microcontroller,
with the ESP32 module embedded in the right shoe
functioning as the master unit and the module in the left shoe
serving as the slave. Each insole is powered by a 700 mAh
lithium-ion battery, providing approximately four hours of
continuous operation per charge. The total weight of the
embedded electronics is 85 grams per shoe. Preliminary tests
demonstrated that an additional weight of up to 300 grams on
the shoe system did not cause any observable interference
with the natural gait pattern [18]. These findings confirm that
the hardware configuration does not disrupt locomotion and
is well-suited for wearable gait monitoring applications.

This design results in a lightweight, ergonomic, and
wearable platform capable of effectively monitoring foot
abnormalities in real time and analyzing the performance of
the musculoskeletal system. Fig.3(a) shows an overview of
the designed shoe, while Fig.3(b) illustrates the positioning
of the electronic board and control module.

Fig. 3(a). Overview of the designed shoe: The custom-
designed footwear integrates a sensorized insole equipped
with 10 force-sensitive resistors (FSRs) strategically placed
to capture plantar pressure data. The image illustrates the
ergonomic layout of the sensors within the shoe, ensuring
minimal interference with natural gait mechanics. The design
prioritizes comfort, wearability, and accurate data acquisition
during walking trials.

Fig. 3(b). Positioning of the electronic board and control
module: The image shows the internal layout of the electronic
components embedded within the shoe, including the ESP32
microcontroller, Li-ion battery (700 mAh), and supporting
circuitry. The compact and lightweight arrangement ensures
minimal interference with foot movement and maintains user
comfort during walking trials. The modular placement
facilitates easy maintenance and future upgrades.

Fig. 3 (b). Positioning of
the electronic board and
control module

Fig. 3 (a). Overview of the designed shoe

B. Insole Shoe

In this study, customized insoles were employed to enable
precise analysis of gait patterns and plantar pressure
distribution for detecting motor abnormalities and
asymmetries in bilateral foot function. Each insole is

equipped with 10 force-sensitive resistors (FSRS),
strategically positioned in anatomically significant and
distinguishable regions of the foot, as commonly adopted in
clinical gait analysis protocols [19].

The choice of 10 FSR sensors per insole was based on a
trade-off between spatial resolution, system cost, and
ergonomic feasibility. Pilot tests with fewer sensors (e.g., 6
or 8) showed reduced sensitivity in detecting localized
pressure variations, while configurations with more than 10
sensors increased system complexity and user discomfort.
This configuration is consistent with sensor mapping
strategies used in prior gait analysis research [19], ensuring
coverage of key anatomical regions while maintaining
wearability. Additionally, these locations were carefully
selected to effectively capture pressure variations caused by
body weight during the gait cycle and to be responsive to
common foot abnormalities.

The selected sensors are thin, flexible, and lightweight,
ensuring minimal interference with the user’s walking
mechanics and making them well-suited for wearable
systems. The sensor layout was designed to capture pressure
signals from the most functionally relevant areas of the foot
that contribute to gait dynamics. This configuration enables
detailed analysis of pressure distribution and facilitates the
identification of abnormalities such as flat feet, pronation,
supination, and foot instability. The sensor placement is
illustrated in Fig. 4.

Gait analysis serves as an effective tool for the early
detection of locomotor disorders, as these conditions, if not
diagnosed and addressed in time, can lead to chronic pain,
fatigue, and musculoskeletal injuries. Traditional assessment
methods primarily rely on clinical observations and expert
opinion, which may lack precision and objectivity. Therefore,
developing systems capable of accurately measuring plantar
pressure and algorithmically analyzing the data to provide
objective classification of foot disorders is essential. This
design supports continuous gait monitoring and enables early
detection of foot-related motor disorders through detailed
plantar pressure analysis.

Fig.4. Sensor placement in insole shoe

C. Graphical User Interface

The software infrastructure of this system includes a
graphical user interface (GUI) that provides functionalities
such as real-time data visualization, pressure chart plotting,
and data export. The GUI was developed using Delphi, a
robust object-oriented programming language known for its
rapid application development capabilities and native
Windows support. This choice enabled efficient
implementation of interactive features and ensured
compatibility with the system’s hardware architecture. Unlike
commercial software packages often imposing rigid
structures and licensing constraints, this GUI was fully
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developed in-house, allowing seamless customization based
on user-specific requirements. Its modular codebase enables
tailored adaptations for diverse clinical or research
applications, offering a flexible alternative to proprietary
platforms. Once collected, the incoming data undergoes
processing for various analyses, including assessing pressure
distribution. The results of these analyses are presented as
graphs that illustrate pressure variations across different
plantar regions throughout the gait cycle. The modular design
of both hardware and software components enables future
system scalability and integration with machine learning
algorithms. This architecture not only supports clinical
evaluations and rehabilitation monitoring but also offers a
cost-effective platform for continuous at-home monitoring of
plantar dysfunctions.

Fig. 5. View of the developed graphical user interface
(GUI).

The GUI displays real-time pressure data from all 10
sensors embedded in each insole, with separate plots for the
left and right foot. Each chart illustrates pressure variations
across the gait cycle, enabling visual comparison between
healthy and pathological gait patterns. In addition to graphical
plots, the GUI supports numerical summaries of key gait
parameters, Fourier analysis, and additional features such as
data storage and printing, thereby enhancing clinical
interpretability. The central schematic of foot anatomy aids in
sensor localization, while the modular layout supports
intuitive navigation and data export. This interface facilitates
clinical interpretation and remote monitoring of plantar
pressure dynamics in real-world settings.

Right Foot :2087

Fig.5. View of GUI

D. Experimental Protocol

To evaluate the performance of the developed system,
data were collected from four male participants: one with a
normal gait pattern and three with foot abnormalities,
including external rotation, internal rotation, and supination.
Participants ranged in age from 22 to 45 years, with BMIs
between 22 and 25. Aside from the observed gait
abnormalities, none of the participants reported any history of
neurological or musculoskeletal disorders.

The participants had shoe sizes ranging from 39 to 43 and
body weights between 70 and 80 kilograms.

All participants wore the custom-designed shoes, and the
sensors were positioned according to the key pressure regions
of the plantar surface. All walking trials were conducted in a
controlled indoor environment with uniform lighting and
temperature. Participants walked on a treadmill while
wearing identical shoes. The walking speed was the same for
all individuals, and no external distractions were present
during data collection. No external distractions were present
during data collection.

Before data recording began, participants were asked to
walk on the treadmill to establish a natural and steady gait
pattern. Once a natural and unconstrained walking rhythm
was achieved, plantar pressure data were recorded for one
minute under these controlled conditions. The primary
objective of this experiment was to analyze the gait pattern
across different conditions with high precision. For this
purpose, the recorded signals were first segmented, and
individual gait cycles were identified. In this study, a gait
cycle was defined as the time interval between heel-off and
subsequent heel contact. This method allows for analyzing
various gait cycle components, such as the heel-strike phase,
without the need for precise event detection, while preserving
temporal coherence within each cycle. In addition to pressure
signals, derived gait parameters such as contact duration and
step length were extracted to support comprehensive gait
analysis.

Next, the DTW algorithm was employed to perform
temporal alignment of the gait cycles. DTW was selected over
traditional Euclidean distance methods due to its robustness
in handling temporal variations and proven effectiveness in
gait analysis applications. DTW, a widely used technique for
time-series analysis, enables the comparison of sequences
with varying lengths or speeds by establishing a nonlinear
alignment between them.

After alignment, point-wise averaging was applied to the
time-normalized gait cycles to generate a representative
signal for each individual or condition. This process reduced
intra-subject variability and noise, enhancing the clarity of the
final signal. Only gait cycles with successful alignment and
comparable normalized durations were included in this step.
The outcome was a smooth and stable signal that accurately
reflected the average gait pattern while minimizing the
influence of outlier steps or transient noise [1], [11].

This methodological framework ensures accurate
acquisition and analysis of plantar pressure data, laying the
foundation for reliable gait assessment and early detection of
foot abnormalities. While the sample size was limited to four
participants, the protocol was designed to ensure consistency
and reliability. Future studies with larger and more diverse
populations are planned to validate and generalize the
findings.

IV. EXPERIMENTAL RESULTS

The data collected from the designed shoe demonstrates
the system's high performance in accurately reconstructing
plantar pressure patterns under various conditions. The
graphs obtained from the sensor data clearly confirm the
system's ability to distinguish pressure variations across
different regions of the foot, which is consistent with the
findings of previous studies [20]. Figures 6 to 9 illustrate the
average pressure patterns recorded by each sensor for four
participants: a healthy individual, a subject with an external
rotation deformity, a subject with an internal rotation
deformity, and a subject with supination. As observed, the
average gait pattern for all participants corresponds to the
fundamental gait cycle during the stance phase, ensuring
reliable segmentation and extraction of gait cycles for
subsequent analysis. For a more precise comparison, the right
and left foot patterns are shown in blue and red, respectively.

Figure 6 illustrates the gait pattern of the healthy subject.
Across all 10 sensors, it is evident that the pressure
distribution and step length in both feet are nearly identical,
and the red and blue waveform signals exhibit good
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coordination. The slight difference in signal amplitude may
result from greater pressure applied to one foot during
stepping, which is a natural characteristic of human gait.
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Fig. 6. Gait pattern of a healthy subject

Fig. 7 illustrates the gait pattern of a subject with an
external rotation deformity. This condition, characterized by
the outward deviation of the foot’s motion axis (commonly
referred to as out-toeing), has resulted in a shorter step length
for the right foot compared to the left. This observation
indicates that the subject spent a longer duration in the
weight-bearing phase on the left foot. Nevertheless, a relative
symmetry between the two feet is still maintained, suggesting
that the gait mechanics are not severely disrupted despite the
deformity.

Fig. 8 corresponds to the subject with an internal rotation
deformity, a condition in which the toes point inward during
walking (in-toeing). In this case, there is no significant
difference in step length between the two feet; however,
sensor number 7, located in the forefoot region, has recorded
higher pressure in one foot. This observation suggests
increased force application in that area due to the internal
rotation of the foot, resulting in concentrated pressure on the
anteromedial (front-inner) region of the plantar surface.
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Fig. 7. Gait pattern of the external rotation subject
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Fig. 8. Gait pattern of the internal rotation subject
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Fig. 9. Gait pattern of a supination subject

Fig. 9 presents the gait pattern of a subject with a
supination deformity. This condition, marked by the outward
rotation of the ankle and increased pressure on the outer edge
of the foot, has led to noticeable alterations in the patterns
recorded by specific sensors. Notably, sensors 6 and 7,
positioned in the anterior and lateral regions of the foot,
exhibit significant deviations. These findings are consistent
with the biomechanical characteristics of supination, wherein
body weight is asymmetrically distributed toward the lateral
side of the foot. Such load distribution may contribute to
long-term functional issues if not addressed.

The peak pressure values were calculated for different
plantar regions, and the results for the four participants
(healthy, external rotation deformity, internal rotation
deformity, and supination) are presented in Table 1. This
table allows for a detailed comparison of pressure across each
foot region and facilitates the analysis of gait-related
abnormalities. The headings S1 to S10 correspond to sensors
numbered 1 through 10, respectively. The sensor locations
can be seen in Fig. 4.

As shown in Table I, the peak pressure values recorded by
sensors S1 through S10 reveal distinct gait characteristics
across participants, enabling detailed analysis of plantar load
distribution and associated abnormalities.

e Healthy Participant: Pressure values are relatively
balanced across all regions. Sensors S7 and S8,
located in the forefoot area, show the highest
readings, which align with the natural weight
transfer during the propulsion phase of gait.

e External Rotation Deformity: Slightly elevated
pressure is observed in the lateral regions (S1-S4),
indicating a shift in weight toward the outer edge of
the foot due to the outward deviation of the motion
axis. Reduced pressure in the midfoot (S5 and S6)
may reflect compromised central stability.

e Internal Rotation Deformity: Sensor S7 records
notably higher pressure in one foot, suggesting
increased force concentration in the anteromedial
region of the plantar surface. This pattern is
consistent with inward toe positioning and altered
load distribution.

e Supination: This participant exhibits elevated
pressure values in the lateral and anterior regions
(S3-S4 and S6-S8), consistent with the sensor-
based observations illustrated in Figure 9. This
asymmetric load distribution, typical of supination,
may contribute to long-term structural or functional
complications if left unaddressed.

The numerical differences across participants reveal that
each deformity induces distinct and quantifiable shifts in
plantar pressure distribution. These variations are not only
evident in peak values but also in spatial pressure patterns.
The data serve as quantitative indicators for early detection of
gait abnormalities and can be instrumental in monitoring
rehabilitation progress or tailoring clinical interventions.

Overall, the experimental data collected using the
proposed system validate its strong capability in accurately
detecting and differentiating gait features, reinforcing its
clinical applicability in gait assessment and rehabilitation
monitoring.

V. DISCUSSION AND FUTURE WORKS

In this study, a wearable foot pressure monitoring system
based on a wireless architecture was successfully designed
and implemented. The system integrates modular hardware
components and an advanced graphical user interface for
real-time data visualization. Experimental  results
demonstrated that the proposed system possesses high
accuracy in capturing pressure variations across different
regions of the foot and can provide meaningful insights into
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gait patterns under both normal and pathological conditions.
This performance is particularly notable in distinguishing
subtle gait deviations, as evidenced by the system’s ability to
detect asymmetries in supination and internal rotation cases.

The analysis of pressure sensor data enabled the
identification of gait components and the visualization of
plantar pressure distribution throughout different phases of
walking. This capability not only facilitates the detection of
abnormalities such as flatfoot, internal and external rotation,
or supination but also serves as an effective tool for tracking
patients' rehabilitation progress during treatment. The
developed platform also holds promise for clinical and home-
based applications, particularly for continuous monitoring of
motor performance in patients and the elderly. Although the
system shows promise for home-based use, its performance
under uncontrolled environmental conditions remains to be
validated.

Despite the promising results, the system still faces
certain limitations. One major challenge is the latency in data
processing, mainly due to the high volume of sensor input and
limited computational resources on the client side. This
latency occasionally affects real-time responsiveness,
particularly during prolonged walking sessions or high-
frequency sampling. Optimizing data structures and
improving the processing algorithms could significantly
mitigate these delays.

Future research will focus on leveraging this platform for
the early detection of foot-related functional disorders and
assessing movement impairments associated with ankle joint
conditions. Future work will explore convolutional neural
networks (CNNs) for automated gait classification and test
the system in post-stroke patients to assess rehabilitation
outcomes. Integrating machine learning algorithms for more
precise classification of gait patterns, expanding the
participant population to enhance generalizability, and
developing lighter and more portable system versions will
further broaden this platform's clinical and practical
applications.
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Abstract-This paper presents the design of a demultiplexer
(DMUX) structure using Quantum-dot Cellular Automata
(QCA) technology. A demultiplexer is a fundamental circuit that
receives information from a single input line and routes it to one
of several output lines, with the selected output determined by
the control inputs. Widely employed in communication systems,
demultiplexers enable the transformation of serial data streams
into parallel outputs. In this work, an optimized architecture for
a 1:2 QCA demultiplexer is proposed, characterized by
simplicity, efficiency, and reliability, with the added capability
of implementing a wide range of logical functions. Furthermore,
a novel 1:4 QCA demultiplexer is developed based on the
proposed structure, eliminating the need for coplanar cells or
crossover wires. Simulation results confirm the superior
performance of the proposed architectures in terms of reduced
cell count, area, and latency. Specifically, the 1:2 design requires
only 17 QCA cells, occupies 0.01 pm?, and exhibits a delay of 0.25
clock cycles, while the 1:4 demultiplexer requires 74 QCA cells,
occupies 0.07 pm?, and achieves a delay of 3 clock cycles.

Index Terms- Demultiplexer, Majority voter, Quantum-dot
Cellular Automata, Crossover, Coplanar

. INTRODUCTION

uantum-dot cellular automata (QCA) is an emerging
Qnanotechnology that offers a promising alternative to
conventional CMOS technology for implementing digital
circuits at the nanoscale. First introduced in the early 1990s,
QCA exploits the position of electrons within quantum-dot
cells to represent binary information, thereby eliminating the
need for current flow as in traditional transistor-based logic.
Instead of relying on transistors, QCA uses the Coulombic
interactions between neighboring cells to perform
computation and signal transmission, enabling ultra-low

Received; 2025-04-23  Revised; 2025-09-26 Accepted; 2025-10-14

power consumption and extremely high device density. With
feature sizes potentially scaling down to a few nanometers,
QCA has gained significant attention in recent decades as one
of the most viable post-CMOS computing paradigms.

Due to its inherent advantages, QCA has been extensively
explored for a wide range of applications, including logic
gates, arithmetic circuits, memory elements, and complex
architectures such as multiplexers, demultiplexers, and
processors. Its potential for ultra-fast switching, reduced
interconnect delay, and energy-efficient operation makes it
highly relevant for the design of nanoscale computing
systems where conventional CMOS faces scaling and power
dissipation challenges. Moreover, the ability of QCA to
implement highly compact, regular, and fault-tolerant
architectures positions it as a key enabler for next-generation
nano-electronic systems. In this context, designing efficient
QCA-based demultiplexers is particularly important, as they
are essential building blocks for signal routing, data
distribution, and communication in nanoscale circuits.

Due to its advantages, such as rapid speed, small size, and
low energy consumption, QCA technology stands out as one
of the selected methods for addressing the challenges faced
by nanometer-scale CMOS devices. Some of these obstacles
encompass high power density levels, elevated leakage
currents, and substantial lithography costs. In QCA circuits,
which are being explored as potential substitutes for CMOS
technology, information processing revolves around cell
polarization, which is subsequently communicated to
neighboring cells through Coulomb contact. The high device
density [1], ultra-low power efficiency [2], and rapid
computing performance [3-6] exhibited by these
nanostructures have been extensively demonstrated.
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Consequently, QCA-based logic circuits have garnered
significant attention in recent years.

Numerous endeavors have been undertaken to utilize these
nanostructures for implementing crucial components of
Combinational Circuits, including XOR, X-NOR gates [7—
11], multiplexers, demultiplexers [12-18], Adders,
Subtractors, RAM cells, and ALU units.

Among the various circuit architectures explored using
QCA, demultiplexers play a crucial role as fundamental data-
routing elements in communication and computing systems.
They are widely used in memory addressing, signal
distribution, and interconnection networks, where efficient
and reliable data transfer is essential. As the demand for
nanoscale integration grows, QCA-based demultiplexers
have been the subject of extensive research aimed at reducing
circuit area, minimizing latency, and improving overall
stability. Several designs have been proposed in the literature
with varying trade-offs between complexity, performance,
and robustness. Demultiplexer is one of the important parts
of the nano-router building blocks and to imitate the
calculator circuit, a demultiplexer combines adder,
subtractor, multiplexer, and divider circuits into a single
circuit. The data is taken via input lines, and sent to the 2N
output at a time, based on N selector signals. Output equation
of 1:2 demultiplexer is Out0 = S".IN, Outl = S.IN, where S =
0 means the input data transferred to output 0 and if S =1
means the input data is sent to the output 1. In QCA
technology, several designs and architectures for
demultiplexers have been published.

A systematic review of the existing demultiplexer
architectures is necessary to highlight their strengths and
limitations, and to position the proposed nanoscale
demultiplexer within the context of ongoing advancements in
QCA-based circuit design. In [19], the authors propose a
fault-tolerant 1:2 QCA demultiplexer using an inverter and a
two-input AND gate. The design leverages cell redundancy
to enhance robustness against common defects such as
missing, dislocated, extra, and misaligned cells. However, the
approach remains limited in scalability, as it only addresses a
basic 1:2 demultiplexer structure rather than larger and more
complex architectures. The demultiplexing method presented
in [20] focuess on energy dissipation and cost metrics, using
QDE and QCAPro simulation tools. Results show that the
proposed designs achieve very low energy dissipation and
favorable cost functions, highlighting their efficiency for
nanoscale systems. However, the work is limited to small-
scale blocks and relies on simulations at low operating
temperatures (2 K), which may restrict practical applicability.

Khan an Arya have proposed QCA layouts for a 1:2
multiplexer and 1:2 demultiplexer, showing low energy
dissipation and evaluated through both QDE and QCAPro
with multiple cost functions [21, 22]. Meanwhile, Sharma and
Kaushil have proposed a novel area-efficient 1:2 QCA
demultiplexer using only 11 cells, achieving significant
reductions in layout area, cost, and power dissipation
compared to prior designs [23]. While their results
demonstrate strong efficiency and energy savings, the study
is limited to a basic 1:2 architecture, leaving scalability to
larger demultiplexers unexplored. Similar structures have
been proposed in [24-30].

This study provides a 1:2 demultiplexer with an optimum

structure and suggested architecture is used to implement the
1:4 demultiplexer. Concerning size, speed, and intricacy, the
suggested architecture provides several advantages over the
topologies reported in the literature. The novelty of this work
lies in proposing an optimum QCA-based demultiplexer
architecture that is both simple and highly efficient, requiring
fewer cells, smaller area, and lower latency than existing
designs. Unlike many prior approaches, the 1:4 demultiplexer
is implemented without coplanar cells or crossover wires,
significantly  improving reliability and scalability.
Additionally, the architecture is versatile, as it can be
extended to generate a range of logical functions, making it a
flexible building block for nanoscale communication
systems.

Il. QCA BASIC ELEMENTS

The basic structure of a QCA cell is illustrated in Figure 1
[31, 32]. Each cell consists of four quantum dots arranged in
a square configuration and two mobile electrons, which can
tunnel between the quantum dots. Due to electrostatic
repulsion, the electrons occupy antipodal sites within the cell.
Unlike conventional electronics, where current flow
represents information transfer, QCA operates through
Coulombic interactions, whereby the state of one cell
influences its neighboring cells, enabling data propagation.
The system has two energetically stable configurations, as
shown in Figure 1, corresponding to distinct electron
arrangements. The polarization of a QCA cell, defined by
Equation (1), determines whether the cell represents a binary
“0” (=1 polarization) or binary “1” (+1 polarization) based on
the positions of the electron pair [33, 34].

Electron @@ @ @
(e
Quantum dot @@ @ @
Polarization +1

Polarization -1

(a) (b)

Junction
tunnel

Fig. 1. Structure of a basic QCA cell and cells polarization in QCA
technology (a) Polarization -1 refers to 0 (b) Polarization +1 refers to 1.
TABLE |
Three-input Majority Voter Truth Table
IN ouT
z Y X (0]
0 0 0 0
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1

The fundamental building blocks of QCA technology are
the majority voter (MV) gate, the inverter gate, and the binary
wire. The MV is a three-input device realized with a five-cell
configuration, as illustrated in Figure 2(a). Inputs are applied
through cells A, B, and C, while the central cell acts as the
device cell, adopting the polarization of the majority of the
inputs. The output cell (O), positioned on the right, replicates
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the polarization of the device cell. The complete truth table of
the MV gate is presented in Table I, while Figures 2(b) and
2(c) demonstrate how the MV can be configured to
implement 2-input AND and OR logic functions, thereby
covering all possible input-output combinations of the
majority voter.
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Fig. 2. Structure of (a) Majority voter (b) Majority voter as an AND logic
gate (c) Majority voter as an OR logic gate.

The QCA wire is shown in two different configurations in
Figure 3. Although in QCA technology wires contribute to
information transfer from one part of the circuit to another,
they can conduct certain computations on the data to be sent.
The other basic logic gate in QCA is the inverter gate. It takes
the logic from the input and creates the logic's complement
on the output. The output equation of the inverter gate is A =
A.CIK. Inverter gates can be layout in a variety of methods,
but the structures depicted in Figure 4 are regarded to be as
reliable as inverter gates.

I~ N S NEHNXHXHN
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Fig. 3. Schematic of a) Normal wire built with normal cells, (b) Rotated wire

built of rotate cells.
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Fig. 4. Structure of a (a) QCA inverter gate with two paths, (b) QCA
operational inverter gate.

I11. CLOCKING IN QCA

In conventional CMOS technology, the clock is employed
to control the timing of sequential circuits. In QCA, however,
the clock not only governs switching but also provides the
necessary output gain [35, 36]. Clock signals regulate
electron tunneling by modulating the potential barriers
between quantum dots, and they are generated using electric
fields supplied through CMOS or carbon nanotube (CNT)
wires embedded beneath the QCA surface [37]. The
maximum number of cells that can be assigned to a single
clocking zone is determined by Eq. (1), where Ei denotes the
kink energy, kg is the Boltzmann constant, and TTT is the
operating temperature in Kelvin. [34].

Number of Cells < e Fk/KBT) (1)

As indicated in Figure 5, the clocking technique is made
up of four clock pulses with the same frequency that one
clock signal is regarded as the reference (clock = 0), while the
others are delayed one-quarter of the period. Each clock pulse
has four phases: switch, hold, release, and relax. With a phase

shift of 90 degrees. Clocking is accomplished by
electrostatically switching the cell from its null state, in which
it contains no binary data. The condition of a cell is dictated
by its surroundings. The whole QCA circuit is separated into
clock zones, with each clock signal assigned to its zone. The
cells of each clock zone transit through all four phases of that
clock zone during the communication process. After these
four processes, the information is sent.

BB
Switch, Hold Release] :

CLOCKO

Relax

m ; ! ! z ! z

?Switch Hold fReleaseE

CLOCKI

CLOCK2

Relax

5% —2—RI g

4 Releasei Switch

CLOCK3

Time
Fig. 5. Clocking schemes and a variety type of cells in QCA technology that
use for information transfer.

IV. PREVIOUS WORKS

Different architectures and implementations for QCA-
dependent demultiplexers have been discussed in this section.
Demultiplexer circuit takes information from its input and
sends them to the output lines, where at each time one of the
2N outputs depending on N selector signals receives input
data. In [35] proposed a new modular approach for designing
a 1:2N demultiplexer. This method simplifies the process of
designing high-order demultiplexers. As a building block, 1:2
QCA demultiplexer architectures are supplied, followed by
1:4 and 1:8 demultiplexers. Any 1:2N demultiplexer that has
been schematized using the recommended approach may
easily be upgraded to a bigger 1:2N demultiplexer. A lesser
cell count and a smaller area are used in this suggested
technique.

A QCA 1:4 demultiplexer is a necessary component of a
QCA nano-router device suggested in [32]. A large number
of gates are used in the implementation of this circuit. To deal
with the problem of line crossing, a design with several layers
was used, with no interference from cells. This design allows
the nano-router to communicate at a faster rate. Ahmad [37]
has presented a unique notion of a 1:2n demultiplexer based
on QCA technology. The present execution is primarily
focused on improving efficiency and reducing circuit
complexity. Two inverters and four three-input AND gates
were required to create an optimum 1:4 demultiplexer using
this layout. The suggested designs have evolved in terms of
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space utilization and complexity.

Many other topologies have been presented in the
literature [38-44]. For instance, to make a QCA-based Nano-
calculator, Chakrabarty et al. built a 1:4 demultiplexer [41].
To imitate the calculator circuit, this demultiplexer combines
adder, subtractor, multiplexer, and divider circuits into a
single circuit. Three clock zones are employed to complete a
full cycle in the described demultiplexer, which is dependent
on a multilayer crossover method. The suggested
configuration has a larger overall area and a greater QCA cell
number. 1:2 demultiplexers have two majority voters, and
one to four demultiplexers have eight majority voters in this
configuration. The multilayer crossover was avoided in the
suggested designs.

V. THE PROPOSED TOPOLOGIES

Table 1l and Figure 6 show the truth table and
configuration of the recommended one-to-two demultiplexer
respectively. The suggested structure utilizes two majority
gates with AND logic implementations to optimize device
density, layout area, number of QCA cells, and computation
velocity in a single layer. There is no need to rotate or
crossover cells and the suggested arrangement is single-layer
and consists of 17 QCA cells, with a total size of 0.01 pm2.
Furthermore, it utilizes one phase of the clock for producing
valid output. The layout of the proposed structure
demonstrates in Figure 7.

TABLE II
Truth Table for QCA-DMUX of 1:2.

S IN Outl Out0
0 0 0 0
0 1 0 1
1 0 0 0
1 1 1 0
S
OUTo
IN DEMUX -1.00
OouT1
-1.00
Fig. 6. Schematic circuit of the proposed 1:2 QCA-DMUX.
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Fig. 7. The layout circuit of the proposed 1:2 QCA-DMUX.
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Four outputs (Out0, Outl, Out2, and Out3), 1 input (IN),
and 2 selector lines (S0S1) make up the 1:4 DEMUX. The
suggested structure employs three 1:2 demultiplexer blocks,

as shown above. Table 11l shows the truth table of a 1:4
demultiplexer, when S0S1=00, 01, 10, and 11, the OutO0,
Outl, Out2, and Out3 get the input data respectively. The 1:4
demultiplexer architecture is implemented in a single layer
without the application of crossover or rotate cells, and the
suggested structure has 74 QCA cells and takes up 0.07 um2
of space. Furthermore, it makes utilization of three phases of
the clock to provide legitimate output. Figure 8 and Figure 9
shows the schematic and the configuration of the suggested
demultiplexer architecture respectively.

TABLE Il
Truth Table for QCA-DMUX of 1:4.

SO S1 IN Out3 Out2 Outl Out0
0 0 0 0 0 0 0
0 0 1 0 0 0 1
0 1 0 0 0 0 0
0 1 1 0 0 1 0
1 0 0 0 0 0 0
1 0 1 0 1 0 0
1 1 0 0 0 0 0
1 1 1 1 0 0 0
]

OUTo

DEMUX p———-1.00

—"%0 ouT

IN DEMUX f——-1.00 100
—

f—_1 00 ouT:2

DEMUX e -1.00

OUT:

—— 1.00

Fig. 8. Schematic circuit of proposed 1:4 QCA-DMUX.
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Fig. 9. Layout structure of proposed 1:4 QCA-DMUX.
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VI. RESULTS AND COMPARISONS

The input and output waveform simulations of the
proposed 1:2 and 1:4 demultiplexers illustrate in Figure 10
and Figure 11 respectively. Table IV and Table V provide a
comparison of performance between the proposed design and
earlier designs. QCA Designer tool and Bistable
Approximation engine by the default settings were used to
create all of the proposed circuits and results. In QCA circuits,
information propagates as the polarization of one cell
influences its neighboring cells. At certain points, wire
crossings are required to facilitate signal routing. The primary
crossover techniques in QCA include planar, multi-layer, and
logical crossovers. Planar crossovers typically employ a
combination of regular and rotated cells, multi-layer
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crossovers rely on multiple physical layers, and logical TABLE IV

crossovers achieve wire intersection by utilizing non- Performance comparison of the proposed 1:2
consecutive clock phases. To evaluate the designing Demultiplexer with related works.

efficiency, the cost function known as the generalized cost 1:2 Number | Area | Crossover | Clock | Cost | Delay
function for semiconductor QCA is used, where the number DMUX | ofcells | (um?) type z0ne

of majority gat.es (M), |pverter gates (1), latency _(T), and the 3] = 008 | Coplanar 7 o T
number of wire crossing (C) coplanar crossing Ccp or

multilayer crossing Cml are considered as an evaluation [31] 27 0.04 | Coplanar 2 24 | 05
parameter. The generalized QCA evaluation cost function is [39] 23 0.03 | Without 2 20 0.5
determined using Eqg. (3). The weight metrics for majority [27] 21 0.03 | Without 2 20 0.5
gate, wire crossing, and delay, respectively, are the [33] 21 003 | Without 2 20 05
exponential .values a, [3., and Whlch are cons'ldered 2. The [26] 2 002 | Without 2 20 05
cost of multilayer crossing Cml is three times higher than the i

cost of coplanar crossing Ccp when the manufacturing | "roPosed | 17 001 | Without ! > | 02
complexity is taken into account. Table IV displays the TABLEV

results of comparing the proposed 1:1 demultiplexer to its
existing counterparts, while Table V shows the results of
comparing the proposed 1:4 demultiplexer to its current

Comparison of the proposed 1:4 Demultiplexer in terms
of performance with the previous works.

equivalents [34]. 1:4 Number | Area | Crossover | Clock | Cost | Dela
DMUX of cells | (um?) type zone y
[43] 404 0.60 | Coplanar 9 1053 | 2.25
Costgca= (M “r1+C 5) XxT%af o>1 2 [44] 212 0.31 | Coplanar 8 1056 2
SRR [40] 188 0.22 | Coplanar 4 | 209 | 1
Based on the comparison given, the offered designs [38] 149 0.19 | Multilayer 8 3520 | 2
achieve superior results in terms of the number of cells and [41] 110 0.14 | Multilayer 3 900 | 0.75
petterment_ in the occupu_ad area. Additionally, as compared to [42] 125 015 | Without 6 [ 15
its competitors, the provided one to four demultiplexers has a 37 5 518 T Coni - TREENG
- o oplanar 0
lower QCA cost. Using the same approach, proposed ;
optimum architectures may be utilized to construct higher- [36] 92 012 | Coplanar | 4 | 656 | 1
order demultiplexers to tackle the problem of latency. Proposed 74 0.07 | Without 3 351 | 0.75
max: 1.00e+000
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Fig. 10. The proposed 1:2 QCA-DMUX simulation result.
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Fig. 11. The proposed 1:4 QCA-DMUX simulation result.

VII. CONCLUSION

This research presented an optimized design for a 1:2
QCA demultiplexer, which serves as the foundation for
constructing a novel 1:4 demultiplexer architecture using the
Bistable Approximation engine. The proposed circuits were
modeled and validated with the QCADesigner tool. A key
advantage of both designs is their ability to achieve correct
functionality without the need for crossover wires, coplanar
arrangements, or rotated cells, thereby enhancing reliability
and simplicity. Compared to existing demultiplexer
implementations, the proposed architectures are more cost-
effective and less complex, while simulation results confirm
significant improvements in terms of cell count, latency
reduction, and elimination of wire crossings.
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Abstract— This research proposes a data-driven modeling
framework for the expansion of financial technology (FinTech)
in Iran’s banking system through the integration of non-
fungible tokens (NFTs). Using a data-mining approach, the
study analyzes behavioral data collected from customers of
Iranian cryptocurrency exchanges from 2020 to 2025. After
preprocessing, the dataset was evaluated with decision trees,
Naive Bayes, neural networks, and rough set algorithms. The
results demonstrate that the rough set model achieved the
highest predictive accuracy (0.98) in identifying user behavior
patterns and the principal factors influencing NFT adoption.

From a banking and policy-making perspective, the findings
highlight the potential of NFT-enabled FinTech platforms to
offer innovative tools for digital asset management, enhance
transparency, reduce transaction costs, and promote financial
inclusion. At the same time, risks such as regulatory uncertainty,
cyber fraud, and price volatility emphasize the urgent need for
tailored supervisory and governance frameworks that are suited
to Iran’s economic environment.

The originality of this study lies in offering a quantitative and
simulation-oriented model that bridges theoretical insights with
practical applications. By doing so, it provides actionable
guidance for the Central Bank of Iran, financial institutions, and
regulators to strengthen the digital financial ecosystem and
advance the transition toward smart banking.

Keywords: FinTech, NFT, Data Mining, Smart Banking,
Blockchain

Received; 2025-10-03 Revised; 2025-11-26

I. INTRODUCTION

he rapid advancement of information and communication

technologies, along with widespread internet penetration,

has transformed global economic structures and
underscored the need for innovation in financial and banking
systems. Financial Technology FinTech, a synthesis of
finance and technology emerging from the Fourth Industrial
Revolution, plays a central role in reshaping financial
business models and facilitating digital transformation within
banks. FinTech companies enhance transaction speed, reduce
operational costs, and improve the accessibility and quality of
financial services [1].

Technologies such as artificial intelligence (Al),
blockchain, big data analytics, the Internet of Things (loT),
and cloud computing have revolutionized the delivery of
financial services and opened new pathways for innovation in
the banking industry [2], [3]. The core objective of FinTech
is to provide transparent, efficient, and automated services
that expand access to financial resources and promote
inclusion across diverse customer segments.

Recent industry analyses predict that digital finance could
add more than USD 3.7 trillion to global economic output by
2025 [10], with global FinTech investments surpassing USD
120 billion annually. The 2023 KPMG Pulse of FinTech
Report further confirms the sector’s robust growth,
particularly in blockchain-based banking services [10].

While FinTech firms were once viewed as competitors to
traditional banks, current evidence suggests a complementary
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relationship that strengthens the efficiency and innovation
capacity of the financial ecosystem [6], [11]. Consequently,
policymakers in both developed and developing economies
are increasingly prioritizing the integration of FinTech to
enhance monetary effectiveness and financial stability.

In Iran, where the banking sector remains the most
dominant financial intermediary, the transition toward
FinTech and digital assets presents both substantial
opportunities and significant challenges. This study aims to
explore data-driven FinTech expansion in Iran’s banking
sector, emphasizing the emerging role of non-fungible tokens
(NFTSs) as a tool for financial innovation and inclusion.

I1. PROBLEM STATEMENT

The future of Iran’s banking industry and the
effectiveness of its monetary policies increasingly depend on
the successful adoption of FinTech innovations. While global
investment in FinTech rose from only USD 800 million in
2008 to over USD 67 billion in 2019 [7], Iran’s financial
institutions have yet to fully harness these opportunities.

Recent empirical evidence demonstrates that FinTech
development significantly affects the liquidity, credit, and
market risk measures of Iranian banks (Azari et al. [8]).
NFTs, due to their characteristics of digital scarcity,
verifiable ownership, and tradeability, offer unique potential
for developing asset-backed financing tools, improving
liquidity, and diversifying financial portfolios [9], [13].

However, challenges such as legal ambiguity, price
volatility, and cyber risks have hindered NFT adoption in
Iran. The absence of a localized regulatory and technological
framework further limits the integration of NFT-based
financial solutions. Therefore, there is an urgent need to
design a predictive, data-driven model to identify behavioral
factors influencing NFT adoption and to guide the strategic
implementation of FinTech solutions in the Iranian banking
context.

This research addresses that gap by analyzing user
behavior data from Iranian cryptocurrency exchanges (2020-
2025) to construct a quantitative model that predicts and
enhances NFT adoption as a driver for smart banking
development.

I1l. LITERATURE REVIEW

A. Theoretical Background

FinTech represents one of the most transformative
developments in the modern digital economy. Its
fundamental goal is to deliver faster, cheaper, and more
transparent financial services through technology-driven
innovation [4], [5]. By integrating blockchain, Al, machine
learning, loT, and cloud computing, FinTech firms now
provide diverse services in payments, lending, risk
management, and investment.

From a macroeconomic perspective, FinTech reduces
transaction  costs, increases transparency, enhances
operational efficiency, and broadens access to financial
resources [8], [32]. However, its adoption brings new
challenges, including cybersecurity threats, digital fraud, and
regulatory uncertainty [20], [34].

NFTs have recently emerged as a significant element
within the FinTech ecosystem. Initially associated with
digital art and collectibles, NFTs now serve as financial assets
capable of representing ownership rights, collateralizing
loans, and creating new financial instruments [35], [41]. The
convergence of FinTech, NFTs, and decentralized finance

(DeFi) presents new opportunities for innovation but also
raises concerns regarding legal frameworks, valuation
stability, and data privacy.

B. Prior Studies
1) Domestic Studies

Iranian research on FinTech has primarily focused on
structural and institutional issues within the banking system.
Qazi-Dezfouli [4] conceptualized FinTech as an intersection
of financial, legal, and technological dimensions. Ghaemi et
al. [5] identified startups as key players in modernizing Iran’s
banking services, while Madanlou Jouybari et al. [6]
emphasized the role of FinTech startups in reducing
traditional banking intermediation.

Mohager et al. [7] highlighted the dependence of FinTech
progress on macroeconomic readiness and interinstitutional
cooperation. Recent empirical research, such as that by
Mohammadi et al. [8], demonstrated that FinTech
development reduces banking risks in Iranian financial
institutions. Similarly, Aminipour et al. [8] found that
blockchain adoption improves transparency and liquidity
control.

Jafari (2024) analyzed the Central Bank’s efforts toward
national cryptocurrency initiatives, while Asgari et al. (2024)
stressed the need for strategic leadership in promoting smart
contracts. Importantly, Haghi Nojehdeh et al. [27], [28]
introduced process-mining and Al-based modeling
frameworks to enhance FinTech operations in Iranian banks,
providing methodological precedents that the present study
extends.

2) International Studies

International research presents a broad and evolving
perspective on FinTech innovation. Abubakar [9] and Milian
etal. [23] classified FinTech challenges into business models,
data governance, and regulatory adaptation. Svensson et al.
[25] examined FinTech-bank collaborations that strengthen
legitimacy and competitiveness. Priem [24] explored
distributed ledger risks, and Teresiene et al. [21] analyzed the
synergy between banking institutions and FinTech platforms.

Recent studies have increasingly explored NFT-FinTech
integration. Henrique et al. [14] showed that blockchain-
based systems can improve transparency and predictive
modeling, while Wu et al. [17] applied fractal and wavelet
analyses to NFT price series and identified nonlinear
dynamics and abnormal trading patterns that point to
potential market-manipulation risks. [19] detected abnormal
trading and market-manipulation risk in NFT markets, Xiong
& Luo [20] reviewed the global regulatory landscapes for
crypto-assets and highlighted persistent legal uncertainty.

The latest empirical and methodological contributions
include Jayasuriya and Sims [29], who developed a valuation
framework for NFTs; Klein et al. [30], who examined return
dynamics of secondary Ethereum-based NFT markets; and
Bai et al. [31], who investigated how content characteristics
influence customer purchase behavior. In the domain of
system security and risk, Das et al. [33] analyzed
vulnerabilities within the NFT ecosystem, while Ma et al.
[34] provided a systematic review of security challenges
related to non-fungible tokens. Furthermore, Fridgen et al.
[32] analyzed pricing dynamics and herding behavior in NFT
markets. Lastly, Kim et al. [35] proposed a multi-attention
recommender system model specialized for NFT markets.
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Together, these studies underpin the empirical foundation of
our FinTech-NFT modeling approach.

Collectively, these studies provide both theoretical
grounding and empirical evidence that justify a data-driven
predictive modeling approach tailored to Iran’s banking
sector.

Synthesis and Research Gap

The review of existing literature indicates that domestic
studies on FinTech in Iran have largely concentrated on
institutional, regulatory, and structural perspectives, while
international research has primarily focused on technological
innovations, global risks, and market opportunities. However,
despite the rapid expansion of FinTech and the growing
significance of digital assets, a substantial research gap
remains: the specific role of non-fungible tokens (NFTS) in
shaping monetary and banking policies in Iran has not been
adequately addressed.

This gap is particularly critical given the increasing
convergence of FinTech, NFTs, and decentralized finance
(DeFi), which are now recognized as key pillars of the digital
economy. Addressing this issue is not only theoretically
relevant but also of high practical importance for
policymakers, financial institutions, and regulators in Iran.

The present study contributes to filling this void by
developing a data-driven, simulation-oriented model based
on data mining of Iranian cryptocurrency exchange users.
Unlike prior research that has remained descriptive or
conceptual, this work employs quantitative modeling and
predictive analysis to identify behavioral patterns and
adoption drivers of NFTs in Iran’s financial ecosystem. By
doing so, it provides an empirically grounded framework that
can guide the Central Bank and financial institutions in policy
design, risk management, and the strategic integration of
FinTech and NFTs into the national banking system.

IV. Research Methodology

A research methodology provides the structural
foundation for conducting a scientific investigation, ensuring
that the process follows systematic, validated, and replicable
procedures. In this study, an experimental—quantitative
framework based on data-mining techniques is adopted to
identify behavioral patterns and key determinants influencing
NFT adoption among Iranian cryptocurrency exchange users.

66.5%

Male

Fig 1. Sample size by gender(531 males, 267 females)

The methodology consists of three core components:
(1) data collection and preprocessing,

(2) predictive modeling framework, and

(3) implementation of selected algorithms.

A. Statistical Population

Data were collected from verified Iranian cryptocurrency
exchanges under confidentiality and data-sharing agreements
covering the period 2020-2025. All datasets were
anonymized prior to analysis to comply with ethical and
privacy guidelines.

The final dataset includes 800 anonymized user profiles,
consisting of:

« Demographic attributes: gender, age, user type
(investor/trader)
+ Transactional features: price, trading volume, time,

volatility
» Behavioral indicators: NFT purchase frequency, token
preferences, holding duration

Standard preprocessing procedures, including
normalization, outlier removal, and mean-based missing-
value imputation, were applied. The final dataset was divided
into 70% training and 30% testing subsets for predictive
analysis.

B. Sampling Method

The statistical population consists of active participants in
Iran’s cryptocurrency ecosystem-investors, traders, financial
analysts, and blockchain developers. A stratified random
sampling strategy was used to ensure proportional
representation across demographic and behavioral categories.

The sample size of 800 users was determined based on
data availability and statistical adequacy for predictive model
development. As illustrated in Fig. 1, the gender distribution
of the sample shows that male users constitute the majority of
cryptocurrency exchange participants. Fig. 2 presents the
NFT purchase behavior of users, indicating that a
considerable proportion of participants have prior experience
with NFT transactions. Furthermore, Fig. 3 demonstrates the
cross-distribution of gender and NFT purchase decisions,
highlighting observable differences in adoption behavior
between male and female users.

Female

33.5%
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Purchased NFT

Fig 2. NFT purchase behavior (503 buyers, 205 non-buyers)
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Fig 3. Cross-distribution of gender and NFT purchase decision

C. Predictive Modeling Framework

Predictive modeling was performed to identify behavioral
determinants of NFT adoption. Several data-mining
algorithms were tested, and four models were selected due
to their predictive accuracy and computational efficiency:
+ Decision Tree (J48)

+ Naive Bayes

* Rough Set Model

« Artificial Neural Network (ANN)

Decision-tree and rough-set approaches are widely
used for classification and pattern-extraction tasks due to
their interpretability and robustness [37].

All models were implemented using WEKA 3.9 and
Rosetta 1.4.5, following a 10-fold cross-validation
protocol.

For the ANN, parameter tuning included:
— 100 hidden neurons,

— learning rate = 0.3,

—momentum =0.2.

Algorithms that did not contribute to the final
analytical process were excluded to maintain
methodological clarity and focus.

Did Not Purchas

4
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V. DATA ANALYSIS

This section presents the data analysis procedures and
findings derived from the implemented data-mining
algorithms. The goal is to extract meaningful patterns that
explain the behavioral determinants of NFT adoption
within Iran’s FinTech ecosystem. All analyses were
performed using WEKA 3.9 and Rosetta 1.4.5. The
preprocessed dataset was divided into training (70%) and
testing (30%) subsets to evaluate model performance and
generalizability.

A. Evaluation Metrics

To ensure consistent comparison across models, standard
machine-learning evaluation metrics were used:

e Accuracy

Accuracy = (TP+TN) / (TP + FP + TN + FN)
 Sensitivity (Recall)

Recall=TP / (TP + FN)

 Precision (PPV)

 Precision (PPV) = TP/ (TP + FP)2020-2025F1-Score
F1 Score = 2 x ((Precision*Recall) / (Precision+Recall))
e Error Rate

Error Rate=FP+FN / (TP+TN+FP+FN)

* Negative Predictive Value (NPV)

NPV=TN/ (TN + FN)
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e Specificity
Specificity=TN / (TN + FP)
Confusion Matrix Used in Calculations

TABLE |
Confusion Matrix for NFT Adoption Classification
Predicted Predicted
Negative Positive
Actual Positive 16 784
Actual Negative 0 179

The confusion matrix used for calculating the evaluation
metrics is presented in Table I.

Although specificity is low due to limited negative
cases, high accuracy, recall, precision, and F1-score
collectively indicate robust model performance.

B. Pattern Discovery Using Rough Set Model

The Rough Set model extracted transparent rule sets based
on demographic and behavioral attributes. It revealed
strong associations involving age group, gender, financial
literacy, and prior market experience.

 Achieved highest accuracy: 0.98

+ Identified financial literacy and market experience as
the most influential determinants

» Produced interpretable rule structures suitable for
FinTech policy design

C. Pattern Discovery Using Genetic Algorithm (GA)

A Genetic Algorithm was applied to optimize and refine
the large rule base produced by the Rough Set model.

« Over 2,000 initial rules generated

» High-confidence optimized rules emphasized:

o financial literacy

o0 risk tolerance

0 previous trading experience

Users with a university education, moderate risk tolerance,
and prior exposure to digital markets showed the highest
NFT adoption likelihood.

D. Pattern Discovery Using Decision Tree (J48)

The J48 decision tree provided a clear hierarchical rule
structure:

« Financial literacy was the strongest predictor

+ Followed by the monthly trading volume and the age
group

Results showed:

« 486 financially literate users purchased NFTSs,

« while most users lacking literacy did not.

Accuracy achieved: 0.977

E. Pattern Discovery Using Naive Bayes

Nalve Bayes achieved an accuracy of 0.977, consistent
with the decision tree.

Findings demonstrated that:

» Experienced male investors aged 3045

» With strong financial literacy

» And moderate risk perception

had the highest predicted probability of NFT adoption.

F. Pattern Discovery Using Artificial Neural Networks
(ANN)

The ANN model captured nonlinear interactions among
behavioral variables.

Network structure:

« Llinput layer

« 2 hidden layers

1 output layer

Training parameters:

* learning rate = 0.3

* momentum =0.2

Accuracy: 0.938

Although lower than rule-based models, ANN identified
complex relationships, particularly interactions involving
financial literacy, transaction frequency, and income.

TABLE Il

Comparative Performance of Data-Mining Algorithms

Algorithm Accuracy Key Predictors ldentified
Rough Set Model 0.980 Financial literacy, trading experience, and age
Decision Tree (J48) 0.977 Financial literacy, transaction volume, risk tolerance
Naive Bayes 0.977 Financial literacy, prior experience, and income
Neural Network (ANN) 0.938 Nonlinear behavioral and demographic interactions

Table Il summarizes the comparative performance of all
implemented algorithms in terms of predictive accuracy
and key behavioral determinants.

The Rough Set model offered the best balance of accuracy
and interpretability.

G. Summary of Findings

Across all models, four variables consistently emerged as
the strongest predictors of NFT adoption:
+ Financial literacy

* Risk tolerance
* Prior market experience
 Transaction volume

These findings support the use of data-driven strategies
for designing NFT-based financial services and for
guiding digital transformation initiatives in Iran’s banking
sector.
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IV. CONCLUSION

This study applied four advanced data-mining algorithms-
Decision Tree (J48), Naive Bayes, Neural Networks, and
the Rough Set model-to analyze behavioral data from 800
users of Iranian cryptocurrency exchanges. The aim was to
identify key demographic and behavioral determinants of
NFT adoption and develop a predictive framework to
support FinTech expansion in Iran’s banking sector.
Comparative results showed that the Rough Set model
achieved the highest predictive accuracy (0.98),
outperforming the Decision Tree (0.977), Naive Bayes
(0.977), and Neural Network (0.938). These findings
highlight the importance of appropriate data
preprocessing, model selection, and interpretability-
oriented analytical methods for behavioral prediction in
digital asset markets.

The overall predictive accuracy of the applied models is
reported in Table IlI.

TABLE Il
Predictive Accuracy of the Applied Models
Algorithm Accuracy
Rough Set Model 0.980
Decision Tree (J48) 0.977
Naive Bayes 0.977
Neural Networks 0.938

The results confirm that rule-based models,
particularly the Rough Set approach, offer an effective
balance between predictive accuracy and interpretability,
making them suitable for banking policymakers and
financial analysts who require transparent and data-driven
decision-support tools.

A. Discussion

The models consistently identified financial literacy,
risk tolerance, previous market experience, and transaction
volume as the most influential factors affecting NFT
purchase decisions.

The Rough Set model provided the clearest and most
interpretable rules, enabling policymakers to understand
how demographic and behavioral variables combine to
drive adoption. While neural networks captured nonlinear
interactions, their limited interpretability reduces their
direct applicability in regulatory or banking environments
where transparency is essential.

Overall, the findings demonstrate that data-mining
methods are powerful tools for analyzing emerging digital-
finance behaviors and can assist banks in designing
targeted, customer-centric FinTech services, particularly
in the rapidly evolving domains of NFTs and decentralized
finance (DeFi).

B. Comparative Insights with Prior Research

The findings align with and extend recent studies in the
fields of FinTech, user behavior, and predictive analytics:
1. Machine Learning in Finance

Prior studies, such as those by Kim (2003) and Henrique
et al. (2019), demonstrated the strong predictive

capabilities of Al-based algorithms. The present study
supports these results while emphasizing the added
interpretability of Rough Set rules in policy settings.

2. Behavioral Segmentation

Research by Sujatha et al. (2023) showed that segmenting
users by financial literacy improves personalization. This
study confirms similar segmentation potential using rule-
based methods.

3. FinTech Innovation and Adoption

Results are consistent with Mohammadi et al. (2023) and
Ali Haghi Nojehdeh et al. (2023), who found that data-
driven approaches enhance FinTech development and
behavioral prediction.

4. Hybrid Modeling

Echoing Subbarao et al. (2020), future frameworks may
benefit from combining interpretable rule-based
approaches with nonlinear neural models to improve
performance.

5. Behavioral and Regulatory Context

Recent studies (e.g., Waliullah et al, 2025;
Chandrasekaran, 2025) emphasize risk perception and
regulatory clarity as key determinants of digital asset
adoption—a pattern also observed in the Iranian context.

C. Policy Implications

The findings provide several practical insights for Iranian
banking policymakers and FinTech regulators:

» Enhancing Financial Literacy

Education programs should be prioritized to increase
awareness, trust, and responsible participation in digital
asset markets.

« Supporting Smart Banking Initiatives

Data-mining models can help identify customer groups
with high NFT adoption potential, enabling targeted
product development.

« Strengthening Risk-Management Systems

Rule-based models, such as Rough Set, can inform risk
assessments by highlighting behavioral indicators of high-
risk or high-value customers.

» Developing Regulatory Infrastructure

Clear legal frameworks for NFTs and digital assets will
support secure and transparent FinTech expansion.

D. Recommendations for Future Research

Future studies can extend the present work in several
directions:

1. Hybrid Model Development

Integrate  Rough Set models with advanced neural
architectures to balance interpretability and nonlinear
accuracy.

2. Sentiment Analysis

Examine social-media sentiment and psychological
factors affecting NFT investment behavior.

3. Cross-Domain Application

Test the predictive framework in other FinTech areas such
as decentralized lending, insur-tech, or digital payment
systems.

4. Longitudinal Studies

Use multi-year datasets to analyze evolving behavioral and
market dynamics over time.

E. Final Remarks

This study demonstrates that Al-driven and data-mining
models can play a transformative role in supporting
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FinTech development in emerging economies. By
prioritizing financial literacy, risk assessment, and data-
driven decision-making, Iranian banking institutions can
accelerate the transition toward smart banking and a
sustainable digital financial ecosystem.

F. Ethical and Privacy Compliance

All user data were fully anonymized prior to analysis and
handled in accordance with national data-protection
regulations and generally accepted ethical research
standards. No identifiable or sensitive personal
information was collected at any stage of the study.
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Fractional Fuzzy Adaptive Methodology for
Fractional-order Non-Affine Nonlinear Systems:
Application to Gyroscope

Reza Ghasemi'”, Bita Sadat Ghazanfarpour? Farideh Shahbazi® and Mahmood Mahmoodi*

Abstract— This study employs a fractional fuzzy adaptive
methodology to design procedures for fractional-order non-
affine nonlinear systems. The significant evolution of fractional-
order calculus in science and engineering has made this area one
of the most widespread fields, particularly in control
engineering. Fractional-order fuzzy adaptive controller (FAC)
has involved numerous scientists to improve appropriate
controllers for non-affine nonlinear systems because of: 1)
reconfigurable framework, the performance of the FAC is
superior to that of the fuzzy controllers, 2) using the experts’
data, FAC can apply the expert knowledge in the controller
procedure rather than adaptive ones, and 3) enhancement of the
controller routine instead of the integer-order one. In addition,
this approach can control nominal systems in the presence of
both external disturbances and uncertainties. The fractional-
order adaptation laws are developed to guarantee the stability
of the closed-loop system using a fractional-order Lyapunov
approach. Unlike other research that focuses on fractional-
order affine nonlinear systems, our approach specifically
addresses fractional-order nonaffine nonlinear systems. Finally,
the performance of the proposed methodology on chaotic
systems, a gyroscope, and an inverted pendulum indicates the
capability of the proposed scheme.

Keywords— Non-Affine Nonlinear System, Adaptive
Control, Fractional Order (FO) Systems, Fractional-Order
Lyapunov Stability, Fuzzy System.
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I. INTRODUCTION

Fractional Order Calculus (FOC), despite a history of over
years in mathematics, has recently received much
attention as a new subject in engineering and basic
sciences. FOC, which has a greater degree of freedom than
integer-order calculus by generalizing derivative and integral
order to real numbers, has a variety of applications in
electronics, telecommunications, control, mechanics,
physics, and even medicine [4]. FOC has a noticeable
advantage over integer order calculations, as is investigated
in various studies for heat transfer process modeling [4],
electrochemical processes [4], biological systems [5],
diffusion procedure in batteries [6], dielectric polarization,
viscoelastic systems, and electromagnetic waves [7].
Furthermore, fractional-order controllers have shown a
more significant performance than integer-order controllers.
For the first time, Oustaloup provided a new way for
fractional-order calculations to enter control by introducing a
robust fractional-order controller called commande robuste
d'ordre non entier (CRONE) [8]. Consequently, many articles
and research were presented to control fractional-order
systems or introduce new procedures in fractional-order
controllers. These include fractional-order Proportional-
Integral-derivative (PID) controllers [9]-[10], fractional-
order model reference controllers [11]-[12], and
synchronization of chaotic fractional-order nonlinear systems
[13]-[16]. Also, due to differences in the concept of energy in
fractional and integer order systems, new ideas of stability of
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fractional order systems and Lyapunov theory have been
introduced and considered in [17]-[18].

In [19], a novel terminal sliding mode observer is
developed using neural networks for a nonlinear system.
Moreover, authors in [20] deal with fractional nonsingular
terminal sliding mode controllers for nonlinear fractional-
order chaotic systems.

On the other hand, fuzzy systems are valuable for
employing expert knowledge and have received considerable
attention within the control field in the last two decades [1].
The importance of fuzzy systems lies in designing controllers
based on experts’ knowledge. Also, it has been proven that if
the required conditions are met, fuzzy systems are
comprehensive approximators and can estimate any
continuous nonlinear function of any degree. They are also
referred to as model-independent control methods. In
addition, fuzzy logic has been able to open its place in
adaptive control with different structures, and adaptive fuzzy
control has shown promising performance.

Since fractional order calculus has recently developed in
control systems, the combination of fractional order systems
and adaptive fuzzy controllers is considered a novel field in
intelligent control engineering and research. The first
fractional order fuzzy adaptive controller was presented by
Onder Efe in 2008 to guide a two-degree-of-freedom robot
arm with an integer dynamic model [21]. The study [22]
covers the sliding mode and indirect fuzzy adaptive controller
to synchronize fractional-order nonlinear chaotic systems.
Also in [23], the H"ofuzzy adaptive controller is designed to
synchronize the fractional-order nonlinear system. In [24], an
adaptive fuzzy controller and sliding mode approach are used
for fractional-order time-delayed nonlinear systems.
However, the disadvantage of [22]-[24] is the lack of
sufficient accuracy in fractional-order mathematical
calculations, which makes the results unusable. The authors
in [25]-[27] propose a fractional-order nonlinear system
based on a hybrid fuzzy adaptive controller, which uses
improper fractional-order calculus equations. Furthermore,
[27] uses integer-based Lyapunov’s theorem to prove
fractional-order systems incorrectly.

In [30], an interval type-2 fuzzy adaptive controller is
presented for both synchronization and stabilization of
chaotic nonlinear fractional-order systems. In [31], a fuzzy
adaptive controller is applied to synchronize and stabilize
fractional-order nonlinear systems in the presence of
uncertainties. Sliding mode control is a common technique to
control fractional-order systems with uncertainty and external
disturbances [34]-[35]. In [36], the adaptive fuzzy controller
has been applied to fractional order uncertain systems in the
presence of input constraints. The adaptive fuzzy approach
can also be used for time-delayed systems [37]. Various
adaptive methods have been proposed for fault tolerance in
fractional-order systems [38]-[39]. Authors in [42] deal with
a fuzzy adaptive consensus controller for a class of
incommensurate fractional-order systems. The FO sliding
mode controller is developed for a class of affine nonlinear
systems in [43].

The primary disadvantages of the proposed method are
two-fold:

1) Neither of the referenced studies examines fractional
nonaffine nonlinear systems.

2) In designing an adaptive controller for an unknown
nonlinear system, most sources rely on approximating the
unknown functions of the system using a fuzzy system based

on the Lyapunov theorem. This approach significantly
increases the computational burden.

The present article proposes a fractional-order adaptive
fuzzy strategy that controls uncertain nonlinear fractional-
order systems in the presence of disturbances. The advantage
of the proposed method is that it overcomes the uncertainty
and external disturbance in the nonlinear fractional model. A
Fuzzy system is considered to estimate the control input as a
universal approximator and to apply the experts’ knowledge
in designing controller procedures. The closed-loop stability
is guaranteed in the sense of Lyapunov.

The organization of the paper is explained as follows: a
review of the preliminary concepts of fractional calculus and
the fuzzy system is provided in Section 2. The problem
statement is presented in Section 3. The design of fractional
fuzzy adaptive control is proposed in Section 4. Section 5 is
dedicated to illustrating the numerical simulations.
Eventually, a brief summarization is presented in the last
section.

Il. PRELIMINARIES

The present section intends to discuss the pivotal
preliminary, stability definitions, the fractional calculus,
which relies on Mittag-Leffler theory, and fuzzy logic
systems.

Fractional Calculus

For a better understanding of fractional-order systems, this
section briefly examines these systems.

A critical role is associated with fractional calculus in
recent contexts. The differential equations of fractional order
are applied to describe the control system. The arbitrary
orders of derivatives and integrals are indeed allowed by
fractional calculus. The definition of a general calculus
operator (comprising both fractional and integral orders) is
presented as [40]:

dq
ara’ q>0
athI= 1, q=0

t
J (dt) 1, q<0
a

Where g and a are arbitrary real numbers. Below, the
description of three common definitions for the fractional
derivative and integral is presented.

Definition 1: [28] The g-order Grunwald - Letnikov (GL),
Riemann-Liouville (RL), and Caputo(C) derivatives of the
function f(t) are described as:

_ g N1 _
eoif@ = Jim [ D gy (e[ 5))
j=0
d t
B0 = = ¢~ @
SDIf(H) = —— [, (t - )" (Ddr L)

r-q

where 0 < g < 1 and I'(.) is the Gamma function.
Definition 2: [28] The g- order Riemann-Liouville
fractional integral of f(t) is defined as:

1

D) == [ (t = DI f(Ddr. )

I'(q)
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Definition 3: [28] The Mittag-Leffler function for solving
fractional order systems is defined likewise the exponential
function applied to solving integer-order systems, as follows:

k
0 z
Ea(2) = k=0 1y @)
where a > 0.
The next equation explains the Mittag-Leffler function in
terms of two parameters:

k
Eap(@) = Zio0 tarips ©)

where a > 0 and g > 0. For f =1, we have E, 1(z) =
Ey(2). Also E; 1(z) = e?.

According to various references, the most suitable
definition for engineering applications is the Caputo (C)
approach.

Definition 4: [28] (Mittag-Leffler Stability) The solution
of §D/x(t) = f(x,t) is considered to be Mittag-Leffler
stable if

Ix(8) I< (M1 = ta) 7 Eaamy (~ACt — t)D)} (5)

where a€(0,1), y€[0,1—a], b>0, m(0)=0,
m(x) = 0, m(x) is locally Lipschitz on x € B € R™ with
Lipschitz constant, and ¢, is the initial time.

Theorem 1: [28] Let x = 0 be an equilibrium point for the
system  §D[x(t) = f(x,t) and D <SR be a domain
containing zero. Let V(t,x(¢)):[0,00)xD >R be a
continuously differentiable function and locally Lipschitz
with respect to in order that

a; |l x 19 V(t,x(t) < ap Il x |12
SDEV(t,x(t)) < —az I x 1 (6)

where t >0, x € D, f € (0,1), ay, ay, a3, a and b are
arbitrary positive constants. Then, the origin is Mittag-Leffler
stable. In the case that assumptions hold globally on R", it
could be deduced that the origin is globally Mittag-Leffler
stable.

The common Asymptotic stability is implied by Mittag-
Leffler stability.

Lemma 1: [29] Suppose that x(t) € R is a derivable and
continuous function. Hence, at each time instant ¢t > ¢, it is
deduced that:

1

(6D () < x(O)EDix(t) Vg€ (0,1) @)

The main tool in the present study includes Caputo
fractional order operators.

Fuzzy System

As the proposed method uses fuzzy systems as a general
approximator, this section briefly discusses these
relationships.

The fuzzy logic system is concisely illustrated in Fig. 1 [1].
The primary configuration of this system consists of a
fuzzifier, a defuzzifier, and an engine for fuzzy inferences.
This engine is made up of some IF-THEN rules to create a
U=[U; xU, x...xU,] to R mapping, in which X =
[x1,x5,...,x,] € R™denotes a linguistic input vector, and the
output of the fuzzy logic system is denoted by the linguistic
variable y € R [1]. The " fuzzy rule is denoted by:

RY:If x; is F} and x,, is F! theny is B! (8)

where F} and B! are the labels of the input and output fuzzy
sets, respectively. Suppose [ to be the number of fuzzy IF-
THEN rules and consider i as the number of inputs of the
fuzzy logic system. The fuzzy system output value would
equal the following equation by applying product inference,
singleton fuzzification, and center average defuzzification:

YR | LY CT))
5

z:11‘11 M=, ﬂFL(xi)
3

y(x) = 9)

where the membership function for the linguistic variable
x; is denoted by .1 (x;), and the crisp value y' is the value of

y corresponding to the maximum value of the Gaussian
membership function u: [3]. Hence, Equation (9) can result
in the following by applying the fuzzy basis function (FBF)
[1]:

y(x) = 07¢(x) (10)

where 8 = [y!,y?,...,yM]" is a parameter vector and
E(x) = [E1(x), E2(x),...,EM(x)]" is the fuzzy basis
functions set definable by:

M7y Kt (50D
L

§00) = (1

~y HFL(xi).
A

Equation (9) is regarded as a universal approximator in
terms of a fuzzy system if its parameters are chosen properly
[2].

Lemma 2: [32] Assume f:Q — R is Lipschitz continuous
foreach x € C1(I; Q) and e > 0, there would be a fuzzy logic
system of (10) in a way that sup|f(x(t)) —8T&é(x)| <€
holds.

[ Rule base }

Input

[ Fuzzifier ]-——[ Fuzzy inference engine

Outpul

Fig. 1: Graph of the fuzzy logic system
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Both Equation (11) and Lemma 2 are essential for
understanding fuzzy systems as universal approximators.

I1l. PROBLEM STATEMENT

In the present study, the general form of the non-affine
fractional-order system is considered below:

qul = xz
D, = f(x,u) + o(t) (12)
YV =X

where X = [x,x,]" is the state variable, f(x, u) shows
an unknown nonlinear function, o(t) is the bounded
disturbance, and u presents the control input. The main
control objective for the system in Equation (12) is to
design a fuzzy adaptive fractional-order controller in a
way that the system output y(t) tracks a desired trajectory
vq(t). In the meantime, all closed-loop system signals
remain bounded. Concerning the system in Equation (12)
and the desired trajectory, the next assumption should be
considered.

Assumption 1: It is assumed that the nonzero function

fu(x,u)z% satisfies the following inequality,
without loss of generality.

fulx,u) = F >0 (13)

in which F € R is constant and known.
Assumption 2: The nonzero function f,(x,u) is
supposed to fulfil the next inequality.

pi) =-E <o (14)

Assumption 3: The boundary of the external
disturbance is regarded as:

lo(®)| < D. (15)

Assumption 4: An arbitrary trajectory y,(t) as well as
all its fractional time derivatives Dy, (t) are bounded and
smooth.

The tracking error is defined as:

e =[ere;]" (16)

where e; = y; — y. By g-order time differentiating of
Equation (16), we obtain:

D¢, =D%%,— D9y =D9,; — Dx,
=Dy —x; = e

Die, = D21y, —Dx,
= D%y, — f(x,u) — a(t)

(17)

So, Equation (17) can be rewritten as Equation (18).
Dl = A;e + B[(D*y, — f(x,u) — a(t)] (18)
where A; = [g (1)] andB=[0 1]

Consider A = A; — BKT be Hurwitz, for K = [ky, k,]T.
Hence, according to the next equation, each symmetric

positive definite matrix Q has a unique symmetric positive
definite solution P such that [41]:

ATP+PA=—Q (19)

Let w be defined as
T
w=D%y, +KTe + atanh(B—:e) +w (20)

€ denotes a small positive constant, a denotes a large

positive constant, and tanh(.) is the hyperbolic tangent

function, and w' stands for the adaptive term that describes
T

later. If the term KTe + atanh(%) + w' is added and

subtracted to the right-hand side of Equation (18), it leads
to:

T
D% = Ae — B[f(x,u) —w+0a(t) + atanh(B :e) +

w'] (21)
Using Assumption 1, the next inequality is true for the

signal, which is not explicitly dependent on the control
input u:

If(xw)-w) _ af(xu)
o =——>0 (22)

Based on the implicit function theorem, the nonlinear
algebraic equation f(x,u) —w = 0 is locally solvable for
an arbitrary input (x, w). Hence, for any (x,w) € R? x R,
some ideal controller u*(x, w) exists such that fulfills the
next equality:

flx,u)—w=20 (23)

Using the mean value theorem, a constant u € (0,1)
exists in a way that the nonlinear function f(x,u) is
expressed around u* as:

fow) =flou) +w—ufy, =fxu’)+
eu,fu, (24)
where
£ = o(f (xw))

ou |u:u”

u, =up+ (1 —wu’ (25)

By replacing Equation (24) into the error Equation (21),
we have:

T
Die = Ae — Bley, f,, + o(t) + atanh(*=2) +w']
(26)

Nonetheless, the existence of the ideal controller
u*(x, w) for the system (23) is just assured according to
the implicit function theory, but no solution technique is
recommended yet. The next section deals with obtaining
the unknown ideal control.

IV. FRACTIONAL ORDER FUZZY ADAPTIVE
CONTROLLER
The previous section discusses the existence of an ideal
controller for control objectives. This section focuses on
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developing a fuzzy system for the adaptive approximation
of the unknown ideal controller. The ideal controller u* is
denoted as below.
u'=f(2)+e (27)

where f(z) = 8*T&(z); 6* and &(z) are parameters and
fuzzy basis functions, respectively. e denotes an
approximation error that fulfills |e] <A. Unknown
parameter 6~ is calculated via the next optimization.

0" = arggmin[sup|07(2) — f(2)|] (28)

The approximation of 6* is denoted by 8 and u,,, is a
robust controller used for compensating uncertainties,

approximation  error, interconnection term, and
disturbance. The controller (27) is rewritten as:
u=078(2) + Urop (29)

In which 87&(z) is the ideal controller approximation,
and u,,,, is defined below.

BTp A,
Upop = LBT:! (Fu, + Fu, +w'). (30)
Ya O error Fuzzy Adaptive
% Controller

— Updating Rules

where u, is a compensation for uncertainties and
approximation errors, W' estimates w, and u,

recompensates bounded external disturbances.

Using parameter error as 8 = 6 — @*, Equations (29)
and (30), Equation (26) becomes:

Dl = Ae — B[AT&(2) + Upop — €)fu, +0(t) +

BT pe
atanh(——) + w'] (31)
Consider the following update laws [20]:
D0 = B,BTPeé(z)
dy. = T

Du, = B5|BT Pe|
(D9’ = B,|B" Pe]

where B; >0, i =1,...,4, are constant values. The
updating laws will be derived later from the Lyapunov
theorem, based on Theorem 2.
The block diagram of the overall controller is shown in
Fig. 2.

xlxl

Fractional-Order

e

d

System

-

Fig. 2: The block diagram of the overall closed-loop system.

Theorem 2: Assume the error dynamical system of (31)
and the external disturbances fulfilling Assumption 3. The
controller structure described by Equations (29) and (30),
along with the adaptation rules in Equation (32), ensures that
the tracking error asymptotically converges to a
neighborhood of zero and bounds all closed-loop system
signals.

Proof: The following Lyapunov function is the starting
point for proving the convergence of the tracking error, as
well as the error of the parameters being bound to the
neighborhood of the origin.
uz
B3 +

1c1
2Ly,

u

wi?
-]

V =
Ba

— _ 72
e"Pe + 0710 + ;‘—T + (33)
2
where 8 = 6 — 6*, 1, =ur—§, U, =u.—€, and w' =
w —w'. According to Lemma 1, the g-order time derivative
of the Lyapunov function becomes.

DIV < %[fi (eTPD% + DT Pe) + DQ(fi)eTPe] +
_ _ u u
aTpr1DIg

wiDAwr

+
Ba

u.D9u,

B3

D9,

B2

(34)

By substituting the error dynamics Equation (31) into
Equation (34), we derive the following results:

DV < %[fieT(ATP + PA)e — (D;—fu)eTPe] -

A T
fiBTPe[(eTs(z) + Uy — €)fyy, + 0(t) + atanh(C
u
u,y D,  u.Du,
+
B2 B3

)+
(35)

wrDawr

Ba

w']+0"B'D6 +

BT pe
&

Using the BT Pe. tanh(——) = |BT Pe| and Equation (19),
Equation (35) can be rewritten as (36).
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Dy < %[_ fieTQe _ Df_fu)eTPe _ fi |BT Pe|] + 3% The state variable of duffing system
iBTPe[(éTf(z) + Upop — E)fpy, + 0(t) + W +
gTp-1pag w,D9%,  u.pu. , wDIwr 10
e + + B3 Ba (36)
Using Assumptions 1 and 3 and Equation (36), we have: x o
DV < l[—leTQe—Dq—f“)eTPe — £ |B"Pel] + 10
15 FPe' % | BTPeBTE(z) — | BT Peu,,p + |BT Pele —
T a1 -
|B Pe| |B PelD + QTﬁ 1pag +u'rD Ur + uc; Uc + 20.6 - ™ p " X "
3
W’;qw’ (37) s Figl;]. 3: The state variable of the duffing system with [x, (0), x,(0)] =
4 , — 1.

After performing several mathematical manipulations, the
following equation is established.

ay <1— L oT0e — 2MuyoTpe — %\ BT Pe|] —
D VSZ[ e Qe - Je' Pe fulBTPel]
BTPefTE(2) + 7B 1DG — |BT Pelu, + 22D +
T
—url; “r _ |BTPe|u, + |BT Pe|e + =< LD | |B Pe] Fpel w'| —
2
|BTPe| . , wiDwr
Wi 38
- o (38)

By substituting the adaptive law described in Equation
(32), the above inequality can be rewritten as follows:

qu<—-[ ~eTQe +Df“ TPe+ = |B" Pel] (39)

Based on the proposed assumptions, D9V < 0 is satisfied.
Then, the origin is Mittag-Leffler stable and consequently,
the equilibrium point of the system is asymptotically stable.
Thus, according to Theorem 1, the tracking error converges
to the neighborhood of the origin. Furthermore, all the signals
involved in the closed-loop system are bounded. Thus, the
proof is finalized.

V.SIMULATION RESULTS

In this section, a FO fuzzy adaptive controller is proposed,
and three nonlinear FO examples are presented to validate the
methodology's influence. In all cases mentioned below, the
Caputo approach applies to the derivative operator.

Case A: Chaotic System
Consider the duffing dynamics discussed in the following
FO nonlinear equations.

qul =Xy
Dix, = (1 + usin(wt))x; —rx, —x3 +u

(40)

where w =1, r=0.2, and ¢ =1 . Five membership
functions are defined for every input, and seven membership
functions are considered for each output with 25 “If-Then”
rules. Fig. s 3 and 4 show the phase portrait of the fractional-
order duffing system.

The state variable of duffing system

1.5
1

0.5

N e
0.5

1

1.5 *
2 -1 0 1

Fig. 4: The state variable of duffing system with [x, (0),x,(0)] =
[-1,1].

As it is obvious in Fig.s (3) and (4), the duffing chaotic
system is sensitive to the initial values.

To reduce the sensitivity of the chaotic system to initial
conditions and perform output tracking, we apply the planned
controller, Equations (29) and (30), to the fractional-order
Duffing system.

Fig. 5 presents the system's output and the desired
trajectory under the planned controller.

——Reference ||
= = =Real

0 é 10 15
Time(sec)
Fig. 5: Tracking trajectory of Case A

Fig. 6 depicts the tracking error as the difference between
the system's output and its desired value.

Tracking error

-0.1

-0.15

. .
0 5 10 15
Time(sec)

Fig. 6: Output Tracking error for case A
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As shown in Fig. s 5 and 6, the performance of the
proposed controller in the presence of external disturbances
is satisfactory and furthermore denotes the convergence of
tracking errors to zero in a considerably short time.

The control input of the system is depicted in Fig. 7.

2

Control input

I
10

5
Time(sec)

Figure 7: Control input for the FO Duffing system

As can be seen from Fig. s 5-7, it is evident that the
proposed controller exhibits favorable performance.
Furthermore, all signals involved in the closed-loop system
are bounded in the above figures as proved by Theorem 2.

For comparing our approach with other methods, we apply
a PID controller to the duffing system mentioned in Equation
(40). The coefficients of the controller are tuned based on
Ziegler-Nichols as k,, = 2000, k; = 100,k, = 10.

The reference signal and the system's output under the PID

controller are depicted in Fig. 8.

\\//\\/

B
t,

Fig. 8: Outputs of the system and reference signal under the PID
controller.

The difference between the reference signal and the

system's output is shown in Fig. 9.

Fig. 9: Tracking error under the PID controller.

The control input of the system is illustrated in Fig. 10.

Fig. 10: Control input for the FO Duffing system under the PID
controller

As shown in the above figures, it is clear that our approach
outperforms the PID controller. However, the PID controller
exhibits a faster convergence speed compared to our method.
Moreover, the PID controller cannot eliminate the

disturbances perfectly.

Case B: Fractional order nonlinear Gyroscope
To investigate the proposed methodology, we apply it to a
fractional-order nonlinear gyroscope system. Thus, the
fractional-order nonlinear nonaffine model of the gyroscope

is:
Dix;_x,
2
q _ (l—cos(xf(t))) _ _ 3
D/x, = 100751‘113(9:1(1:)) 0.5x,(t) — 0.05x5(t) +

35.55in(25¢t) sin(x;(t)) + sin(x;(t)) + Ap(x, t) +d(t) +
u(t) (41)

where q stands for Caputo fractional order, x,; is the
rotation angle of a gyroscope, and x, shows the angular
rotation speed. In our approach, the uncertainties and external

disturbances are considered as [25]:

{

Fig. 11 depicts the fractional-order nonlinear structure of
the gyroscope [25].

Ar = 4sin(x;) + cos(x;) (42)

d(t) = 2cos(2t)

Gyroscope Spin axis

Fig. 11: Gyroscoper scheme [25]

In this case, five membership functions have been
considered for input and seven for output. 25 “If-Then” rules

are assigned for the fuzzy system.
Fig. 12 shows both the first state of the nonlinear

fractional-order gyroscope controlled by a fuzzy adaptive
controller, along with the reference signal.
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Fig.12: Tracking trajectory of gyroscoper system
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The tracking error (difference between the first state of the
nonlinear fractional-order gyroscope and the reference
signal) is illustrated in Fig. 13.
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Fig.13: Tracking error of gyroscoper system.

As shown in Fig. s 12 and 13, the convergence of the
tracking error to zero is guaranteed.

The control input of the gyroscope system (41) is
demonstrated in Fig. 14.
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Fig. 14: Control signal of the gyroscoper system.

Based on Theorem 2 and Fig. 14, the control input is
bounded. Fig. s 12- 14 show both the tracking error
convergence to the origin and the boundedness of the signals
of the closed-loop system, indicating that the proposed
methodology has promising performance in the presence of
external disturbances and uncertainties.

Case C: Nonlinear inverted pendulum

The planned policy is applied on a fractional-order
nonlinear nonaffine inverted pendulum model, which is
expressed below [33]:

q
aD; x1-x,
. sin(xq) cos(x1)
q gsin(xy)-mix2 cos(xq)+ mc+71n mc+711
aD/x, = 7 + 2 u+
3lmcos2(x1) I 3mcos2(xq)
mc+m me+m
d(t) (43)

where x; and x, respectively indicate the swing angle and
swing speed, d(t) as the external disturbance. This approach
considers five membership functions for input and seven for
output. 25 “If-Then” rules are designated for fuzzy systems.
Fig. 15 shows the inverted pendulum scheme [33].

u

Fig. 15: Fractional order nonlinear Inverted Pendulum [33]

Table | summarizes the inverted pendulum parameters.

TABALE |
The Parameters of the Fractional-order Nonlinear Inverted Pendulum.
Symbols| Value | Unit
g gravitational acceleration 9.8 m/s?
m, mass of the cart 1 Kg
m mass of the pendulum 0.1Kg
l length to pendulum center of 0.5 m
mass

The objective of control denotes the design of a fixed-time
law in a way that the inverted pendulum motion tracks the
assumed bounded reference trajectory as r(t).

Both the tracking trajectory of the inverted pendulum using
fuzzy adaptive methodology and the reference signal are
shown in Fig. 16.
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Fig.16: Tracking trajectory of the inverted pendulum.

The difference between the first state of (43) and the
reference signal is presented in Fig. 17.
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Fig. 17: Tracking error of the inverted pendulum

Fig. s 16 and 17 demonstrate that the system's output
converges to the reference signal. Furthermore, the presence
of uncertainties and disturbances can not affect the
performance of the system. The control input is established in
Fig. 18.
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Fig. 18: Control input of the inverted pendulum

Fig. s 16 through 18 confirm the encouraging performance
of the planned procedure.

This section clearly indicates that:

1- Convergence of the tracking error to zero is
guaranteed.

2- Robustness against uncertainties and disturbances is
guaranteed.

3- Boundedness of the signal involved in the closed-loop
system is assured.

VI. CONCLUSION

This paper discusses a fuzzy adaptive output tracking
methodology for fractional-order (FO) nonaffine nonlinear
systems. Fuzzy logic is employed as a universal
approximator, leveraging expert knowledge in the controller
design process. The adaptation laws proposed in this study
ensure both closed-loop stability, in accordance with
Lyapunov’s stability criteria, and the asymptotic convergence
of the tracking error to a neighborhood around the origin. The
main advantages of this methodology are: 1) the
incorporation of expert knowledge in the controller design,
and 2) robustness against disturbances, approximation errors,
and model uncertainties. To demonstrate the effectiveness
and performance of the proposed approach, it has been
applied to three types of FO nonaffine nonlinear systems.
Simulation results indicate that the method achieves an
acceptable tracking error and a rapid response time. The main
limitations of the proposed method are 1) applying
Assumption 2 on the unknown function of the systems and 2)
the complex controller structure in Section 3. The complexity
of the proposed controller in sections 3 through 5 is due to
both the structure and the unknown function of the system. In
future work, we plan to explore the application of this
methodology to real-world FO nonaffine nonlinear systems
with input constraints.
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f 1P Trip ratio in time t
fct  Traffic flow captured by the kth FCS
i Mean service rate of FCS (vehicles/hour)

qnu  Total traffic load between source r and destination

u
£ Interest rate

capital recovery factor
Npes €8P y

pFeS  Nominal charging power of the fast charging
facility.

variables

fpr,, Traffic load of the kth path between origin r and
«  destination u

ta Travel time on the road a (hour)

Fnk: The total traffic load of the arcs ending at node k

Binary variable indicating the existence of arc a on
the kth path for moving from origin r to destination
u

Sr,u,k, a

Pkt Occupation rate of fast charging facilities of the
kth FCS in time t (%)

pRH Occupation rate of fast charging facilities of the
k kth FCS in the rush hour (%)

Zx Number of charges at the kth station

The number of vehicles entering the candidate

ARH
k charging station during peak hours (vehicles)

Average waiting time for the charging service in

the th FCS during the rush hour (hour)
Charging power of the kth FCS in time t (kW)

Zk Size of the kth FCS
RFCS  The revenue of the FCS investor ($)
Cost™S The cost of the FCS investor ($)

Cv  The investment cost of FCS ($)

Ui Binary variable representing the establishment of
an FCS atbus i

Cost?rt’ The cost of buying energy from the upstream
" network for the FCS investor ($)

P, Active power generation of generator g in time t
(')
HQtrid Active power purchased from the electrical grid at

bus i, in time t (kW)

piLtS The amount of load shedding at bus i (kW)
plftlow Active power flow through line I at time t (kW)

6, , Voltage angle at bus i, in time t

Acronyms

DSO distribution system operator
EV Electric Vehicles

FCS  Fast-charging stations
KKT  Karush-Kuhn-Tucker

LL Lower level

OPF  Optimal Power Flow

oD Origin Destination

PSO
UL Upper Level

Particle Swarm Optimization

I. INTRODUCTION:

he growing adoption of Electric Vehicles (EVS)

highlights the urgent need to expand fast-charging

infrastructure. Fast-charging stations (FCS) significantly
reduce charging time, enhance travel convenience, and
promote EV acceptance. However, their deployment requires
careful planning due to high investment costs and grid
capacity limits. Strategic integration of fast-charging stations
within transportation and power networks ensures efficient
energy delivery and supports the transition toward
sustainable, low-emission transportation.

Recent studies have proposed various optimization
approaches to address the complex problem of locating and
sizing FCSs for electric vehicles. A bi-level optimization
model is proposed in [1] to determine optimal fast-charging
station locations in a metropolitan network, minimizing travel
time and infrastructure costs while considering vehicle types
and traffic congestion. Reference [2] uses a genetic algorithm
to identify profit-maximizing locations and designs for fast
EV charging stations, considering stochastic charging
demand, user-equilibrium traffic, and the interdependence
between congestion, station queues, and price-sensitive
charging behavior. Reference [3] develops an optimization
strategy for allocating FCSs for electric vehicles. The
proposed mixed-integer programming model minimizes
investment and operating costs while considering PV-
integrated carports and battery energy storage systems as
alternative planning options.

When the distribution system operator (DSO) owns and
operates the FCSs, the planning problem becomes integrated,
combining investment and operational decisions under
network constraints. Reference [4] presents a multi-objective
model to determine the optimal placement and sizing of FCSs
along intra-city corridors, integrating transportation and
electrical networks. Reference [5] addresses the optimization
of FCS size and location, taking into account investment,
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operation, and maintenance costs, power system losses, and
reliability costs. A Particle Swarm Optimization approach is
employed to identify the optimal station sizes and locations.
In [6], a strategic framework for ultra-fast EV charging
station planning is proposed, optimizing locations and
charger numbers using the Voltage Stability Index and Harris
Hawk Optimization to minimize total costs. The model also
accounts for uncertainties in charging behavior and electricity
prices via the 2m-Point Estimate Method. In [7], an optimal
allocation and sizing method for EV charging stations in the
Allahabad distribution network is proposed. The approach
minimizes installation costs while enhancing grid
performance based on voltage profile and real and reactive
power loss indices. The nonlinear mixed-integer problem is
solved using an improved metaheuristic algorithm, the
Balanced Mayfly Algorithm. In [8], a multi-objective
optimization approach is presented for the optimal placement
of FCSs, DGs, and shunt capacitors. A Pareto-based hybrid
method combining Grey Wolf Optimizer and Particle Swarm
Optimization is employed to minimize multiple objectives in
a 118-bus radial distribution system.

Several studies have formulated the siting and sizing of
FCSs as bi-level optimization problems to capture the
interaction between DSO, FCS investors, and EV users. In
[9], a bi-level multi-objective model is developed for EV
charging station location planning, simultaneously
considering user preferences and waiting times. The upper
level optimizes station locations and capacities to minimize
total cost and service delay, while the lower level allocates
users to stations to minimize travel time. In [10], a bi-level
optimization model for fast charging station allocation is
proposed. The upper layer maximizes investor profits, while
the lower layer coordinates the expected efficiency of the
charging service supply. In [11], an online vehicle-charging
assignment model is integrated into the fast-charging station
location problem for dynamic ridesharing with electric
vehicles. The bi-level optimization aims to minimize the
fleet’s total daily charging time. In [12], a bi-level
optimization model is developed for the location and sizing
of EV charging stations by jointly considering transportation
and energy demands. The lower level incorporates user
equilibrium traffic conditions as constraints, while the upper
level optimizes the location, capacity, and pricing of new
stations alongside existing ones. In [13], a bi-level
programming model is proposed to determine the optimal
locations of EV charging stations, aiming to minimize
drivers’ range anxiety. In [14], a strategic charging-behavior-
aware model is formulated as a bi-level mixed-integer
program. The lower level models drivers’ charging responses
using a network equilibrium approach, while the upper level
optimizes charging station location and sizing to minimize
overall traffic time and investment costs. In [15], a bi-level
optimization model addresses the strategic location and sizing
of EV charging stations under stochastic vehicle flows and
charging times. The upper level minimizes infrastructure
costs while ensuring probabilistic service requirements on
users’ waiting times, considering route choice responses. In
[16], a bi-level planning model for EV charging stations is
proposed, incorporating traffic conditions and energy
consumption per unit distance. The lower level represents
users’ charging decisions, while the upper level optimizes
station location and capacity. The model is solved using the
Improved Whale Optimization Algorithm and Voronoi
diagrams. In [17], a bi-level optimization model considers the

impact of non-system-optimal driver behavior on EV
charging station capacity. The upper level addresses the
provider’s station location decisions, while the lower level
models drivers’ selfish charging choices to minimize stops.
Reference [18] proposes a bi-level model where the lower
level minimizes daily operating costs through bus scheduling
and charging optimization, while the upper level designs
charging stations using a tabu search algorithm

Several other studies have focused on bi-level optimization
models that primarily consider the transportation network
perspective, emphasizing traffic flow, user behavior, and
route planning in EV charging station deployment. In [19], a
bi-level optimization approach using Particle Swarm
Optimization is proposed to determine optimal EV charging
station locations while minimizing losses and operating costs.
An integrated EV charging planning algorithm manages
connections to avoid peak load issues and severe voltage
drops. In [20], a MILP-based coordinated planning method is
proposed for coupled power and transportation networks,
optimizing new road deployment, EV charging station
placement along these roads, and power network expansion
to support the stations. In [21], a bi-level planning model
considers both investor costs and user satisfaction. The upper
level minimizes construction costs and network losses using
an improved Particle Swarm Optimization, while the lower
level evaluates user satisfaction by minimizing travel time
and expenses, considering queue times and distances through
Dijkstra’s algorithm and queuing theory. In [22], a bi-level
programming model determines optimal EV charging station
allocation in the presence of wind turbines. The upper level
maximizes station profit, while the lower level minimizes
power losses using available sources and dynamic feeder
reconfiguration. The impacts of cryptocurrency miners and
demand-side management are also considered. In [23], a
combined road transport and electric distribution network
model is proposed for strategic EV charging station
deployment. A bi-level optimization approach minimizes
user travel costs, power losses, and voltage deviations,
employing PSO-DS for station placement, convex
optimization for traffic equilibrium, and AC OPF for grid
operation. In [24], a bi-level EV charging station planning
model considers spatiotemporal load distribution under
uncertainty. The lower level predicts charging demand using
OD matrices, dynamic Dijkstra routing, and LHS, while the
upper level minimizes station planning costs and user
behavior, and also accounts for distribution operation costs
and emissions from uncertain renewables. In [25], a bi-level
planning model for EV charging stations in coupled
distribution-transportation networks is proposed to enhance
post-fault security. The upper level optimizes station
locations and capacities, while the lower level designs EV
charging routes to minimize overall travel costs.

Investment in FCSs is typically made by private investors
whose economic objectives often differ from those of the
DSO. Although many studies have addressed the siting and
sizing of FCS, most focus on either transportation behavior
or distribution network operation, and do not capture the
economic interaction between private investors and the DSO,
especially when electricity prices are determined through
network-constrained optimal power flow. To address this
gap, this paper proposes a multi-objective bi-level model that
jointly determines FCS locations, capacities, and energy
exchange prices. The main novelties of this study are as
follows:
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[14] Itnr\allztc mt:e r:teca;r;?s traffic assignment Descent algorithm
Minimizin tailored column
[18] . nizing - v simple oo v - - Vv generation-based
installation costs Co -
heuristic algorithm
[19] minimizing losses . ) v ) v v PSO
and operating costs
[23] ”;'O”S'tr:';gflvuesrelrogsae"se' v v - wafficequilibrium v - - v v - PSO
Prop maximizes investor Ty S oI
v v v traffic +Queing v - v v v v KKT trans

model profits

theory

1- The integration of FCS private investor and DSO
objectives within a bi-level framework.

2- the simultaneous optimization of FCS location, sizing,
and electricity exchange pricing under network constraints,
with the bi-level model transformed into a single-level
formulation using Karush-Kuhn-Tucker (KKT) conditions.

The rest of this paper is organized as follows: the bi-level
model for determining the location and capacity of FCSs and
the DC optimal power flow of the distribution network is
presented in Section Il. Simulation results and sensitivity
analysis are presented in Section Ill, and Section IV
concludes the paper results and future works.

Il. BI-LEVEL OPTIMIZATION APPROACH

In this paper, a two-level model is proposed to represent the
interaction between the charging station owner and the
distribution network operator. Before implementing the two-
level model, the charging demand of each candidate station is
first determined by considering the user equilibrium-based
traffic assignment model and queuing theory. In the two-level
model and at the high level, by determining the energy
purchase price from the distribution network at the location

of each FCS and maximizing the profit of the charging station
owner, the locations of the charging stations are determined.
By determining the locations of the charging stations and
adding the electric power demand of these stations to the
distribution network, and to minimize the cost of energy
production for the distribution network operator, the energy
sales price at each busbar is determined. This price will be the
same as the energy sales price to the charging stations
installed on the same busbar. The energy sales price to the
charging stations is transferred to the high-level problem as a
known parameter, and this process will continue until the
final answer is reached. This model is shown in Fig. 1. The
user equilibrium-based traffic assignment model, the queue
theory, and the UL and LL problems are formulated below.

A. The User Equilibrium-based Traffic Assignment Model

In the proposed method, traffic information is used to
simulate the behavior of electric vehicles and estimate
charging demand. However, raw traffic flow data cannot be
directly used in the planning of charging stations. As a result,
daily origin-destination data are used to generate traffic
flows. To obtain these data, an optimal system allocation
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model is used to generate and allocate traffic flows on each
route of the transportation network [26]. The objective of the
optimal system allocation model is to achieve the minimum
travel cost, according to equations (1a) to (1b).

min_ fr,t, )
Z fpl',u,k = qr‘u vr,Vu (1b)
k
fp, 20 vr, vu, vk (10)
fra = ZZZ fpr,u,k'ér,u,k,a vr,VU,Vk (1d)
r u k
t, =t° 1+b[fr} 19
Ca

Equation (1a) is the objective function of the problem,
which represents the minimization of the travel cost. Equation
(1b) guarantees the principle of network flow conservation.
This relation means that the sum of the flow of all paths
between each origin-destination is equal to the travel demand
of that origin and destination. In this relation, the condition of
non-negativity of the traffic flow on the kth path between
origin r and destination u is also considered. Equation (1d)
indicates that the traffic flow on road a is equal to the sum of
the flows on all paths that include road a. The travel time on
road a, given the accumulated flow on this road, is shown in
(1e).

B. Capacity of Candidate FCSs Based on Queueing Theory
Queuing theory is often used to mathematically analyze the
outcome of random arrivals of customers to receive service
from the system. After obtaining the equilibrium traffic flow
of each route, the random movement of vehicles and the
capacity of charging stations are analyzed using queuing
theory. The charging station service system is considered an
M/M/S queue system. Queue service models are represented
by the abbreviation (A/B/C), where A represents the
distribution between two consecutive arrivals. Since the
arrival time of each vehicle at the charging station is a random
variable, in this paper, the arrivals of these vehicles are
considered as a Poisson distribution. The second term, B,
represents the distribution of the service duration, which is
assumed to follow a uniform distribution, and the third term

Traffic flow in the
transportation network

v

Capacity of FCSs based on
queueing theory

| Obj: maximizing FCS owner profit |

Energy sales

" Location / SizeY
A price to FCS

of FCSs

| Obj: Minimizing the DSO operating costs |

Fig. 1: The prposed bi-level model

represents the number of service providers (chargers at a
station).

One of the important parameters in the Poisson process is
its mean value. It is assumed that electric vehicles have a
similar driving pattern to conventional vehicles and that the
average arrival rate of vehicles at each FCS is proportional to
the traffic flow attracted by that FCS. Thus, the mean arrival
rate of EVs in the kth FCS at time t can be calculated as:

ftnp f
A =C(l-0)1-p) Kt
i 2 T

t k

vk, vt 2a)

The capacity of charging stations can be calculated as a
nonlinear integer programming model, assuming that qu is
independent of the vehicle arrival rate, based on a Poisson
process and an exponential distribution of the service time of
each device according to the M/M/S queue model. Here,
M/M/S represents a queue model with identical servers,
where arrival is determined by a Poisson process and service
time follows a negative exponential distribution [27]:

Obj : min z, (32)
A8 =max {4, | (3b)
WkRH SWallowed vk (3C)
7 pfH Zk. RH
W = G > o K (3d)
A (z))(1-p)
21 RH\" RH \ %
oy = z(zkpkl ), L) (3¢)
oot ()(1-0")
RH
=l (3f)

kM

The objective function shown in (3a) is to minimize the
number of fast charging nozzles required in the FCS.
Equation (3c) shows that the average waiting time for
charging during peak traffic hours should be within a
predefined range. Equation (3d) explains how to calculate the
waiting time in the queue theory. The probability that there
are no vehicles under charging service in the FCS is
represented by mok. By increasing the number of charging
devices, the waiting time in the queue can be reduced. In
general, proper charging service and service facilitation can
significantly increase the penetration rate of electric vehicles.
However, on the other hand, increasing the number of
charging devices increases the investment in the project,
which is not economically feasible. Therefore, in order to
optimally install charging stations, a criterion is used to
consider the tolerance threshold of wallowed customers for
charging at each charging station. In this way, if the
customer's waiting time exceeds a certain time, the customer
will leave the charging station. Since obtaining the inverse
functions and the direct solution of the relationship is a
complex task, a counting method is used to solve it. In this
method, an initial value for the number of charging devices is
assigned to the candidate locations of charging stations
according to the maximum A; in the time periods. In each
iteration, one unit is added to the number of charging devices,



40

Volume 5, Number 4, December 2025

and WRH is calculated, and its value is compared with Wallowed,
This continues until the average waiting time for charging is
less than a certain value. The obtained value Z, will be the
economic number of charging devices. Once the size of each
FCS is obtained, the total charging demand at each time can
be calculated according to (4a) and (4b).

vkt (4a)

FCS FCS
Bt =Pk Z-P

A
Pre=—L vkt (4b)
C. Upper-Level Problem

The UL problem objective is to determine the location and
capacity of FCS installations, aiming to maximize the profits
of the private owner.

Maximize(RFCS —Cost™ —Ci"") (53)
uL
RFCS — 355! 'ZZU‘ RFCS b)
iel teT
Cost s :36522Costi‘ff (50)
teT keK
inv 1+€ s

o ZU (@™ 2, +0,°2, +0f ) (5d)
~U; bigM < Cost;f <U; bigM (Se)
CostiP <(1-U;)bigM +2; R™ (5f)
Cost{P >—(1-U;) bigM +2; R (50)

According to (5a), the objective function of the problem is
to maximize the profit of the private owner, which includes
the income from selling energy to electric vehicles, the cost
of purchasing energy from the distribution network, and the
cost of establishing FCSs, which are given in (5b) — (5c),
respectively. According to (5e)- (5g), if an FCS is
established, the cost of purchasing energy from the
distribution network will be obtained by multiplying the
purchased power by the hourly price of energy in the relevant
bus.

It should be noted that the energy price per bus is the dual
variable related to the constraint of equality of generated and
consumed power per bus, which is obtained from the low-
level problem.

D.Lower-Level Problem

The lower-level problem aims to minimize the energy
production costs for the distribution network operator. For
this purpose, DC optimal Power flow equations have been
used, which are expressed in (6a)—(6g).

Mlnl{mzeZZw (ch s

+Cgr|d Pg{lgs +ZCISPI5

It,s

(6a)

P FCS

Z Pgts +Pg{'ss = PI _Pllgss
H(g)=i
+ R SR
s(l)=i r(l)=i
R?ZW =B (gs(l)ts _Hr(l),t,s) vits: Pirs (60)

6b
vi,t,s A (60)

it,s

R<PM™<R Wits g4, (60
pits 20 58l (6e)
0< PgtssP VO VLYS 10,05 (60
0<PS<PD,, ViVtVs: i,/ (69)

The primal set of variables for each LL problem is

—primal _ pgrid LS
= P,ltS,PgtS,H,tS,RtS while its dual set of
variables is

dual

—
=
—

= ktiS’plts ! MIJ;s’l'llts’éztls’ggts ' 8gts’T]IJ;s’rllts

The objective function of the low-level problem, which is
to minimize the operating costs of the distribution network, is
shown in (6a). This cost includes DG's energy production
costs, the cost of purchasing energy from the upstream grid,
and the load shedding cost. The equation (6b) ensures
equality of generation and consumption power on each bus.
The DC load flow is expressed in (6c).

The minimum and maximum power passing through each
line is shown in (6d). The equation (6e) indicates that the
distribution network is connected to the upstream grid via Bus
1. The network only receives energy from the upstream grid,
and the possibility of selling energy back is not considered.
The minimum and maximum generator capacities, as well as
the curtailed load, are specified in the (6f)-(69).

It is worth noting that the dual variable of each constraint
is written in the same equation.

E. Transforming the Bi-Level Model to a Single-Level

If the LL problem is linear and convex, the bi-level model
can be transformed into a single-level model using the KKT
conditions, which introduce inherently  non-linear
complementary constraints. Since the proposed model’s LL
problem is linear and convex, the KKT conditions are applied
to convert it into a single-level problem. This single-level
linear optimization problem, known as a Mathematical
Program with Equilibrium Constraints (MPEC), can then be
solved using solvers such as CPLEX.

Maximize (la
ximize (12) (7a
Subject to

7b
(5b)-(59),(6b), (66) ()
Cg;'d ~Aigs =9, _“ =0 Vvi=Lvtvs (7c)
eyt = Aissyns Pes ~ Mt s =0 (7d)

vit,s

c® —Aits —Mits +77iJ,rt,s =0 Vvits (71
pr(i):l,t,s _ps(i):l,t,s =0 Vi, t, s (79)
Os(P Plftu;w) L f1s=0 v, vtys (7h)
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MPEC
Optimal siting /sizing of FCSs
Maximizing the profit of FCS invester (UL objective
function)
Subject to:
Upper-level constraint
lower level constraint
Optimization constraint of KKT
complementary constraint of KKT

Fig. 2: The framework of the proposed model as MPEC

OS(PL?EWJF;I)L rs20 VILYLVS  (70)
0< pﬁ{“sd L8>0 vi=1vtvs (79)
0<PS L 7,20 vivtvs (7k)
0<(PD,,-P:l) L7, 20 vivtys  (7)
0<P, L6, =0 vg,vtvs (7m)
0< (Eg_ Pg,t,S) 1 b;m 20 g, vt v (7n)
0<P’ 17,20 Vivtvs (70)
0<PD, -P; Llp, 20 vivtvs  (7p)

Eqg. (7a) shows that the MPEC model objective function is
the same as the UL problem function. Constraint (7b)
contains the UL constraints and the equality constraints
included in the LL problems. Equalities (7¢)—(7g) and the
complementarity conditions (7h)—(7p) are the KKT
optimality conditions of the LL problems.

F. MPEC Linearization

The MPEC single-level model is a non-linear problem
because of complementary constraints, in (7h)—(7p). Because
the presence of non-linear complementary constraints makes

— 1

I o pa
s =
——19
FCS H—1o —1* 31
@& o, 4
1 » '|'7— &L s
8 26
9 27
FCS+—10 —— 28
11 29
-] 12_ 30
13 31
——14 FCS | 32
-+ L=
—t—16
—17
el

Fig. 3: IEEE 33-bus electrical network

the obtained single-level model non-linear, the suggested
model is linearized using a technique based on auxiliary
binary variables and suitably large integers. For example,
linearization of 0 < a L b > 0is (8): [28]

0<a<UM
0<b<(1-U).M (8)
U 6[0,1]

Note that the variables of the resulting MILP are those
included in the set, as well as the auxiliary binary variables
used for the linearization of the complementarity conditions.
The framework of the proposed model as MPEC is illustrated
in Fig. 2.

I1l. CASE STUDY

To implement the proposed concepts, the IEEE 33-bus
system [29] (Fig. 3) and the transportation network presented
in [30] (Fig. 4) have been used. The transportation network
includes 24 traffic nodes and 21 Sioux Falls routes. This
network consists of 76 paths, 24 nodes, and 552 origin-
destination pairs. The loads at various buses of the
distribution network follow a 24-hour load profile as shown
in Fig. 5. The network operates at a voltage level of 12.66 kV
and is fed from the substation located at bus 1. The maximum
power passing through the lines is assumed to be 3000 kW.
Additional information about this network can be found in
[30]. Candidate locations for installing FCS and the
investment costs associated with each location are provided
in Table I.
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TABLE |
Construction Costs of FCS
Candidate 1 2 3 4 5
FCS
location 122 3 102 152 182
6P (10> (20 (25> (32
aCHF(10%8) 2.35 2.35 2.35 2.35 2.35
o'S(10%) 1.017 1068 0.814 0916 1.017
ok(10%) 163 163 163 163 163
2 node number in transportation network
@ node number in electrical network
300
-=-Tnode 3
—~250 =e=Tnode 10 |-
Tnode 12

=+=Tnode 15 |
Tnode 8

| | | .
1 5 10 15 20 2
time (hour)

Fig. 6 : FCS hourly demand

Considering the candidate locations for installing FCSs and
using the user equilibrium-based Traffic assignment and
queuing theory models, the power demand of each candidate
FCS is shown in Fig. 6. The electricity selling price to
electric vehicles, which is one of the key factors influencing
the charging station owner’s decision, is also shown in Fig.
7 .Other parameters required to implement the model are also
given in the Table II.

TABLE Il
Settings of Some Crucial Parameters
parameter value parameter value
Zmin 6 Zmax 10
Wallowed 5 min NEcs 5
g 10% Cis 2.5%/kwh
Bsell 1.35 $/kWh
TABLE Il
Summary of Simulation Results
parameter value
Optimal installation location [15,18]
Charger number [9,7]
FCS Owner's profit 6,147 $
Investment cost 139,255 $

active load (p.u)
=
=

0.2 I I I I I I
2 4 6 8 10 12 14 16 18 20 22

time (h)

Fig.5: Load profile

Fig. 4: Sioux Falls transportation network

FCS cost
FCS revenue

2,183,639 $
2,329,041 $

A. Simulation and results analysis

The proposed MILP bi-level model was implemented in the
GAMS software, and with the CPLEX solver, the results of
which are given in Table I1I.

Analyzing the results, the FCS owner will establish two
FCS at traffic nodes 15 and 18 (25 and 32 of the electrical
network) with 9 and 7 chargers, respectively. By establishing
these two stations, the station owner will earn a profit of
$6,174, of which 139,255 $ will be spent on establishing the
station and $2,183,369 on purchasing energy from the
distribution network. There will also be an income of
$2,329,041 from selling energy to electric vehicles.

energy price ($/kwh)

2 46 8§ 10 12 14 16 18 20 22 24
time
Fig. 7: Price of purchasing energy from the upstream network during the
day

In this case, the cost to the DSO is 105,934,300 $. In this
case, the cost of generating energy by DGs, the cost of
purchasing energy from the upstream network, and the cost
of LS in one day are 31,496 $, 246,440 $, and 12,293 $,
respectively. Given the presence of three DGs in the
distribution network, the active power generated by each DG
is shown in Fig. 8
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DG active power (kw)

T T s

Y ¥~ 7 T T
2 4 6 8 10 12 14 16 18 20 22 24
time (hour)
Fig. 8: DG active power

Fig. 9 illustrates the temporal and spatial variations of the
nodal electricity prices across different buses over a 24-hour
period. As shown, the LMP values are generally low and
uniform during off-peak hours, indicating balanced power
flow and low network congestion. However, during hours
16-19, a significant increase in the LMP is observed at
several buses (particularly around buses 5 and 20), reflecting
higher demand and possible local congestion in the
distribution feeders. These higher nodal prices are directly
linked to the power balance constraints in the lower-level
optimization, where dual variables represent the marginal
cost of supplying an Additional unit of power. These LMPs
are used as the reference prices for energy transactions
between the DSO and the FCS owners in the bi-level
framework.

nodal energy price

10
15

hour

bus number

Fig. 9: nodal energy price

100

80

60

40

load shedding (kw)

204

0

bus number

Fig. 10: Load shedding

TABLE IV
Optimal Locations and Number of FCSs Under Different
Electricity Selling Prices to EV Drivers

Price rofit Bus Chargers
($/kWh) pro number number
1.35 6,146 25,32 9,7
1.36 23,398 25,32 9,7
1.37 40,650 25,32 9,7
1.38 59,390 5,25,32 6,9,7
1.39 86,037 5,10,25,32 6,8,9,7

The amount of LS on each bus over 24 hours is also shown
in Fig. 10. As illustrated in the figure, during the early hours
before 8:00, when the network load is relatively low, no load
shedding occurs. However, as the demand increases after this
period, certain buses experience load curtailment to maintain
system stability and prevent overloading conditions.

B. Sensitive analysis:

To assess the robustness of the proposed model, a
sensitivity analysis is performed on the electricity selling
price to EVs, which directly impacts the profitability and,
consequently, the location and capacity decisions of the
charging stations.

As shown in Table IV, the location and number of FCSs
change with variations in the electricity selling price to
electric vehicles. At lower prices (1.35-1.37 $/kWh), the
optimizer selects buses 25 and 32 as the most profitable
locations, each with 9 and 7 chargers, respectively. In this
range, the profit gradually increases with the selling price,
while  the  optimal  sites  remain  unchanged.
When the price increases to 1.38 $/kWh, an additional station
is installed at bus 5, indicating that higher revenues justify
expanding the charging infrastructure. Finally, at 1.39 $/kWh,
another station appears at bus 10, leading to a network of four
charging stations and the highest total profit.
This trend shows that as the selling price rises, the
profitability of the investment improves, encouraging the
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deployment of more FCSs in additional locations across the
network.

IV. CONCLUSION AND FUTURE WORK

In this study, a bi-level optimization framework is
developed for the siting and sizing of fast-charging stations,
considering the interaction between the distribution system
operator and the FCS investor. The lower level minimizes
network operational costs via a DC optimal power flow,
generating locational marginal prices that are passed to the
upper level. The upper level maximizes the investor’s profit
by determining optimal FCS locations and capacities based
on electricity prices and charging demand, modeled through
a user-equilibrium traffic assignment and M/M/S queuing
theory. The model is reformulated as a mixed-integer linear
program using Karush—Kuhn-Tucker conditions and solved
in GAMS. Simulation results on the IEEE 33-bus distribution
system coupled with a 25-node transportation network
demonstrate that the proposed approach identifies two
optimal FCS locations with 9 and 7 chargers, resulting in a
net daily profit of $6,147 for the investor, while maintaining
feasible network operation. The derived locational marginal
prices vary spatially and temporally, directly influencing
investment decisions. Sensitivity analysis indicates that
higher electricity selling prices shift optimal locations and
increase investor profit.

In this study, the power demand at each candidate location
for establishing FCSs was predefined. The selection or non-
selection of a candidate site does not affect the charging
demand of other stations. However, in reality, part of the
charging demand from nearby stations may shift to the newly
established ones. The dynamic behavior of charging demand
among stations can play a significant role in the investor’s
siting decisions as well as in satisfying the distribution
network constraints. However, considering this dynamic
behavior would make the cost of purchased energy from the
DSO nonlinear, preventing the use of conventional solvers
such as CPLEX to solve the problem.
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Abstract--In this paper, we first design a photonic crystal laser
chamber based on indium phosphide gallium arsenide and Zinc
Oxide quantum dots due to the large energy gap of about 3.37 eV
for laser beam propagation in terahertz applications. ZnO is easily
grown in the form of nanorods, nanowires, and thin films and
therefore can perform well in confined modes of photonic crystals.
The results are obtained by examining the quality factor criteria
of the dispersion temperature effect and the constant radius to
lattice ratio to enhance spontaneous emission for improving
optical pumping. In these materials, the quality factors for indium
arsenide and aluminum oxide are 227.98 and 131.95, respectively,
for the hybrid gain medium including gallium arsenide, aluminum
oxide, and zinc oxide. Finally, the photonic crystal laser beam is
driven to quantum logic gates, resulting in angle and rotation
changes, and its probability function for quantum laser
application are measured.

Index Terms- Photonic Crystal, Quantum Dots, Gain Medium,
CNOT Gate, Quantum Laser.

I. INTRODUCTION

Due to their robust optical confinement and ease of transfer to
non-native substrates, membrane photonic devices have
garnered considerable scholarly attention [1]-[2]. The
repositioning of electrodes to the device's lateral side [3]
presents novel challenges in carrier injection technology,
primarily because the membrane cladding layers are frequently
composed of air or insulating materials. Carrier injection can
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transpire through two mechanisms: via a lateral pin junction,
wherein the active material remains unaltered, or through a
conventional vertical pin junction established during the
epitaxial growth of the membrane [4]. Lateral doping, which is
a regrowth technique, offers greater flexibility as the doping
regions are localized and planar processing is maintained.
When integrated with lateral injection and an embedded
heterogeneous active region, it demonstrates enhanced
efficiency. By creating a large-area standing wave coupled with
light extraction in the vertical direction via first-order
diffraction, the lateral coupling of light amplification and band-
edge lasing is realized. The far-field pattern exhibits minimal
divergence due to the extensive coherent resonance. In
confined-mode nano lasers, the lasing threshold of colloidal
quantum dots, when utilized alongside silicon nitride-based
photonic crystals, can be as low as 10.5 kW/cmz2. This nano
laser features a square lattice arrangement composed of
cylindrical air holes within a dielectric plate having a refractive
index of 10, with quantum dots embedded within. The power
density is quantified at 5 kW/cmz,

An even surface topography is paramount for effectively
removing excess quantum dots from the surface in the confined
state, ensuring complete filling of the air voids, and achieving a
high-quality factor alongside a low lasing threshold [5]-[7].

The photonic crystal nano cavity is fabricated by superimposing
two photonic crystal structures at a designated rotation angle,
resulting in an exceptionally high-quality factor and significant
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light confinement within an extremely compact mode volume.
In a twisted cavity, the resonance wavelength and optical mode
distribution can be dynamically modified at the nanoscale
through the random selection of the twist angle. These
semiconductor nano lasers employ multiple quantum wells of
indium gallium arsenide phosphide as the gain medium and
demonstrate low lasing thresholds within the C-band. With a
minimal area of approximately 25 pm? and a theoretical mode
volume (Vm) of about 0.47 (AM/n)?, large-angle (5°) twisted
photonic crystal nano lasers are optically pumped at ambient
temperature, yielding single-mode emission with an
extraordinarily low lasing threshold of approximately 1.25
kW/cmz2. Photonic crystal nano cavity lasers emit a continuous
wave at a wavelength of 1540 nm, characterized by an
extremely low threshold current of 10.2 pA. Indium phosphide-
based photonic crystal lasers exhibit this threshold current of
10.2 pA [8]. The lateral pumping configuration of photonic
crystal nano lasers experiences significant carrier leakage,
which arises from unintended spontaneous emission at the pi
interface, thus limiting the injection efficiency to a mere 3%,
with a further decrease in efficiency observed at higher currents.
Consequently, researchers have shifted their focus to the
thermal stability of quantum dot materials derived from indium
phosphide and aluminum gallium arsenide. The high density of
the indium phosphide/aluminum gallium arsenide mixture
enables accurate (001) orientation on gallium arsenide
substrates; however, it necessitates relatively low substrate
temperatures. [9]-[10].

However, indium phosphide/gallium arsenide quantum dot
materials primarily have issues pertaining to material properties
and growth dynamics. The relatively modest lattice mismatch
of around 3. 2% in ArsinGaLiM, as opposed to around 7. 2%,
reduces the strain energy during the Stransky Krastunov
growth, which widens the size distribution of quantum dots.
The presence of this inhomogeneity requires meticulous
optimization of the growth process to achieve uniform and
high-quality quantum dots. This is achieved by adjusting the
layer thickness during the development of quantum dots in
molecular beam epitaxy, utilizing a blend of indium phosphide
and gallium arsenide deposition thickness, along with an altered
indium alignment method in L and C-band quantum dot lasers.
This approach leads to a low threshold current density of 21. 35
kA/cm[11]. The lower optical loss in the photonic crystal
surface emitting laser designs with horizontal resonance and
vertical emission in indium phosphide and gallium arsenide
quantum dots, which have a larger single mode area, enables
high power, single mode operation, and very low divergence
angle.

To lower the threshold current to 80 mA, these nano lasers were
created by implanting protons in the pcl adding layer. The laser
wavelength is clearly dependent on the lattice constant, with
each 5 nm increase in the lattice constant resulting in a 15 nm
increase in the laser wavelength. The buried secondary epitaxial
structure has shown exceptional performance, primarily due to
the fact that the layer is close to the active region, which greatly

enhances the optical confinement factor and improves the total
device performance by increasing the optical feedback. The
substrate side emission configuration allows for the side
connection to the heat sink, therefore increasing thermal
dissipation and enhancing the overall device performance.
These discoveries offer useful guidance for the creation and
optimization of high performance 1.3 m gallium arsenide-based
surface emitting lasers [12]. Colloidal lead chalcogenide
materials were regarded in quantum dot nanolasers. However,
the exciton population was wiped out by high nonradiative
Auger recombination caused by trap states, which degraded the
light amplification and led to high gain thresholds. A binary
mixture of colloidal lead quantum dots and zinc oxide
nanocrystals was used to deactivate the trap states inside the
sodium diethyl dithiophosphate gain medium. In addition, the
transient absorption method reveals a fivefold enhancement in
the Auger lifetime, indicating a reduction in trap-assisted Auger
recombination.  Consequently, the threshold for enhanced
spontaneous emission at 1650 nm, with a linewidth of 1.23 nm,
was halved. Despite this, these colloidal quantum dot
nanolasers manage to achieve both stability and a high
integration density at the same time.  Research indicates that
employing colloidal quantum dots with zinc selenide/cadmium
selenide core-shell structures in a surface-based integrated
circular Bragg resonator can result in a mode confinement
factor approaching unity at 89% and a Purcell coefficient
reaching as high as 22.7. This configuration also offers a
significant confinement factor and a low laser threshold of 17
pJ/em?, which is 70% less than the threshold of 56 pJ/cm?
observed in surface-emitting lasers with vertical cavity
colloidal quantum dots [13]-[16]. Due to the self-assembled
nature of StranskyKrastanov growth, conventional quantum
dots encounter substantial difficulties in epitaxially controlling
their spectral inhomogeneity and spatial nucleation position. In
nanocavities integrated with small mode volumes, the cavity
enhancement caused by the Purcell effect is weak in the
coupling regime, even though thermal control and surface
defect states continue to affect the high photon extraction
efficiency of 85% in a circular Bragg grating resonator [17].
Buried photonic defects, which need little etching, may help
microcavities made of these solve these issues. Selfassembly
during epitaxial development results in their formation; their
location is controlled at the quantum dot under a buried stress;
hence, postgrowth lithography is not necessary [18].
Furthermore, the transient absorption technique demonstrates a
fivefold increase in the Auger lifetime, suggesting a decrease in
trap-assisted Auger recombination. As a result, the threshold for
enhanced spontaneous emission at 1650 nm, which has a
linewidth of 1. 23 nm, has been reduced by half. Nonetheless,
these colloidal quantum dot nanolasers successfully combine
stability with a high integration density. Studies show that using
colloidal quantum dots with zinc selenide/cadmium selenide
core-shell structures in a surface-mounted integrated circular
Bragg resonator can achieve a mode confinement factor almost
reaching unity at 89% and a Purcell coefficient as high as 22. 7.
This setup also provides a notable confinement factor along
with a low laser threshold of 17 pJ/cm?, significantly lower than
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the 56 pJ/cm? threshold found in vertical cavity colloidal
quantum dots from surface-emitting lasers. Additionally,
selenide phosphide quantum dots display nonlinear features,
including a modulation depth of 8. Additionally, selenide
phosphide quantum dots display nonlinear features, including a
modulation depth of 8.8%. [19].

The output power from these nanolasers reached 7 W, and they
exhibited a brightness level of 180 mW/cm#/s. However, during
their development, particularly in structures made of gallium
arsenide with certain structural constraints, a suspended bilayer
torsional design linked to quantum dots in the near-infrared can
easily be affected. Additionally, the mode field of the
nanocavity primarily exists within the air gaps, which limits the
effective interaction between the quantum dot and the cavity
due to inadequate spatial overlap. Recently, researchers have
been examining how a Moiré nanocavity interacts with a single
guantum dot. Moiré nanocavities are created by the interaction
of two identical photonic graphene layers that are twisted at a
specific angle. When the Bloch modes of these layers couple,
flat bands appear in the energy spectrum. These flat bands allow
for light trapping that is not reliant on the momentum of the
Bloch wave, leading to modes that have a group velocity of zero
[20].

Il. DESIGN AND STRUCTURE

A photonic crystal-based nano laser was developed utilizing the
finite difference time domain numerical solution method. This
design incorporated a hybrid gain medium consisting of a 10
nm thick layer of aluminum dioxide, which has a refractive
index of 1. 75, alongside a gallium arsenide oxide dielectric
layer. The primary objective of this configuration was to
enhance optical pumping. This structure, as seen in Fig. 1, The
photonic crystal profiles in the symmetric A-state and the
antisymmetric B-state are shown in Fig. 1, is made up of a
silicon substrate with a 40 nm thick aluminum gallium arsenide
layer in the middle, and a gallium arsenide waveguide layer is
formed on top of it with a 170 nm thickness, which is situated
between two 40 nm thick aluminum gallium arsenide layers and
two 5 nm thick gallium a layers, respectively. The membrane
of the photonic crystal consists of a triangular lattice featuring
air holes, with a lattice pitch, denoted as 'a’, measuring 366 nm.
In this context, a hole radius of 135. 4 nm, equivalent to 0. 373,
is considered. Photonic crystal nano lasers, which utilize thin
semiconductor films in conjunction with single indium
phosphide quantum dots, are particularly noteworthy due to
their minuscule volume and ability to manipulate the magnetic
field within the cavity, facilitating atom emission. This
capability allows for the design of polarization-related patterns.
The incorporation of silicon in these structures is advantageous
due to its low cost, high integration potential, and compatibility
with integrated circuit manufacturing processes. However, the
optical pumping efficiency of these devices is constrained when
paired with gallium arsenide and aluminum gallium arsenide
materials. Research indicates that zinc oxide is a promising
alternative, as it possesses a relatively high exciton binding
energy of approximately 60 meV, which exceeds that of other
materials.

(1

nave

\/nzb(1 — FF) +n,2 - FF

where:

Nngpe 1S the average (effective) refractive index of the
composite photonic crystal medium. n, represents the
refractive index of the background (low-index) material, such
as air or silica.n,denotes the refractive index of the high-index
material, such as semiconductors or dielectric rods embedded
in the lattice FF is the fill factor, defined as the ratio of the
volume (or area in two-dimensional structures) occupied by the
high-index material to the total volume (or area) of the unit cell
[21].
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Fig. 1. Three-dimensional perspective of the photonic crystal nano laser
architecture.

I11. METHODS SECTION

In this work, we evaluate eight phase-shifting
configurations, each defined by a unique combination of phase-
step sequencing and modulation pattern. These configurations
differ in their noise susceptibility, robustness to phase-step
miscalibration, and sensitivity to harmonic distortions.
Assessing all eight variants enables a systematic optimization
of the reconstruction strategy and ensures that the selected
configuration maximizes stability and accuracy under practical
measurement conditions.

Step-by-Step Proposal of the Idea
Step 1: Selecting the Materials and Gain Media

The study begins by choosing suitable materials for the
photonic crystal laser cavity: indium phosphide (InP), gallium
arsenide (GaAs), aluminum oxide (Al:0s), and zinc oxide
(ZnO) quantum dots. The rationale is based on their large
energy gaps (~3.37 eV for ZnO), which make them appropriate
for terahertz laser propagation and efficient optical pumping.
ZnO is highlighted because it can be easily grown in nanorods,



48

Volume 5, Number 4, December 2025

nanowires, or thin films, which helps achieve strong mode
confinement in the photonic crystal cavity.

Step 2: Designing the Photonic Crystal Laser Cavity

A photonic crystal laser chamber is designed using these
materials. The design considers dispersion effects, temperature
dependence, and geometrical parameters such as the constant
radius-to-lattice ratio to optimize the laser properties. The goal
is to enhance spontaneous emission and overall optical
pumping efficiency.

Step 3: Calculating Performance Metrics

The quality factor (Q-factor) of the cavity is evaluated to
quantify performance. These calculations confirm that the
cavity design supports efficient lasing and strong light-matter
interaction.

Step 4: Application to Quantum Logic Gates

After optimizing the photonic crystal laser, it is applied to
quantum logic gates. The study measures how the laser’s angle,
rotation, and probability function change in this context. This
demonstrates the potential of the designed system for quantum
laser applications, bridging photonic crystal laser technology
with quantum information processing.

Step 5: Highlighting Novelty and Utility

The novelty lies in combining:

Hybrid gain media with high-Q factors. Nanostructured ZnO
for strong confinement. Integration with quantum logic gates,
showing practical quantum photonic applications.

IV. RESULTS AND DISCUSSIONS

The Gaussian emission spectrum is initially found at 1210
nm and 1110 nm, respectively, in the quantum dots'
recombination of the ground state and first excited electron-
hole pairs. The variation in size of the self-assembled quantum
dots is shown by the width of each band. The hole emission
spectrum, in contrast to the wide emission bands of the quantum
dot array, displays distinct lines that span the spontaneous
quantum dot emission band as the ratio of the nanohole radius
to the lattice constant rises. The quality factor of the hole
restricts the linewidth of the modes, which increases with the
quality factor ratio of 131. 95. As shown in Figure 2, the mode
intensity increases as the cavity modes enter into resonance
with the majority of the quantum dots, i. e., near the peak
position of the quasiGaussian band.
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Fig.2. The Gaussian emission spectrum plot as a function of radius to lattice

constant.
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To enhance optical pumping within a waveguide made of
aluminum gallium arsenide, quantum dots are positioned in the
gallium interlayer. Additionally, aluminum oxide functions as
a dielectric layer with a refractive index of 1.75, serving as a
low refractive index material to confine the field for the gain
medium.

As shown in Fig.3, the gallium arsenate gain material has a high
refractive index of 3. 4. The effect of indium arsenic zinc oxide
and gallium arsenate in increasing the confinement intensity of
the gain medium is also determined by their quality factor in
Fig.4, which is maximized at a frequency of 212 THz.
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Fig.3.The emission intensity as a function of frequency, spanning from 180 to
280 terahertz, within a hybrid gain medium.
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Fig.4. Emission intensity vs. frequency in the range of 180 to 280 terahertz.

The only well-defined current injection window identified is
region |, as illustrated in Fig.5. The figure displays the curves
for quantum dots with lattice constants of 366nm, along with
injection apertures of 60 pum and 40 um at a temperature of
10°C.
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In Fig.6, the parameter is presented. The current
confinement provided by the gallium arsenide and zinc oxide
layers leads to a decrease in the threshold current by around 0.
25 mA, even though there is an increase in the threshold current
density. The device with a 0. 1-micrometer injection aperture
did not exhibit a reduction in threshold current. The observed
increase in threshold current density is linked to the discrepancy
between the gain spectra and the limitations set by the photonic
crystals. Furthermore, the current density tends to rise with
increasing temperature.
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Fig.6. The output gain curve of a photonic crystal laser with current
excitation in a gallium arsenic and zinc oxide gain environment as a function of
temperature fluctuations.

Absorption is one of the most important factors determining the
threshold, efficiency, linewidth, and output stability. Because
nanolasers have very small dimensions, even a small amount of
absorption can significantly change the optical and quantum
behavior of the laser. Increasing absorption in the active
material reduces the Q-factor, which in turn increases the
optical pumping threshold. The effect of material absorption is
examined in Fig.6, The results show that the use of the
aluminum  gallium  arsenic/gallium  arsenic  material
combination shows a lower absorption of 70% compared to the
gallium  arsenic/indium  arsenic/zinc  oxide  material
combination. In a similar vein, the indium arsenide quantum dot
material's absorption impact has been examined in isolation
throughout the wavelength range of 0. 5 to 1600 nm. The
quality was evaluated by measuring the absorption at 2000 nm,

yielding a result of 0. 8%, as demonstrated in Fig.7, The amount
of light trapped in this area is estimated to be 1455. 3 times the
factor. The variations in the gain environment are depicted in
Fig.8, Zinc oxide, indium arsenic, and aluminum dioxide
coatings have all been examined. The aluminum dioxide layer
has a lower peak than the variations in time with the field
intensity, and it is nearly identical for all of them: the indium,
arsenic, and zinc oxide layers.
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Fig.7.Absorption diagram of active hybrid materials in photonic crystal lasers
in wavelength of 1000 nm.
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In Fig.9, Laser dispersion can depend on the threshold and
quality factor of the laser. The dispersion diagram of the active
hybrid materials of the photonic crystal laser shows that the
combination of aluminum gallium arsenid material and indium
arsenic quantum material/zinc oxide shows a 40% lower
dispersion compared to the gallium arsenid/aluminum gallium
arsenid material. Since the reduction in dispersion is inversely
proportional to the quality factor, therefore, the reduction in
dispersion increases the quality factor. This feature is effective
in reducing the threshold of the photonic crystal laser. The gain
and transmission of the active hybrid materials in the photonic
crystal laser are examined below. The Fig.10, orange curve is
the transmission at frequencies from 180 to 260 THz. The
transmission value at around 200 THz is 0.8. As the frequency
increases, the transmission of the material decreases. This
behavior is related to the absorption frequency part of the active
material. At lower frequencies, the absorption is low and the
transmission is high near the band edge or resonance, and the
absorption is high and the transmission is low. For the gain on
the right side of the graph, a very sharp peak is seen. The peak
value reaches about 0.99 (approximately 1). At a certain
frequency, the gain grows suddenly. Then it drops back to near
zero. This peak indicates the density of optical states at a
frequency of 240 THz. There is a high-quality resonance mode
(High-Q mode).

3
°
S
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Fig 10. Gain and transmission graph of photonic crystal nano laser versus
frequency in the THz range.

Apodization allows the removal of effects that occur near the
beginning and/or end of the simulation from the Fourier
transform of the monitors. This feature can be useful for
filtering out short-term transients that occur when the system is
excited by a dipole source and when studying high-Q systems
that decay very slowly. Monitor apodization Fig.11, A applies
a window function to the simulation fields before the monitor
performs its Fourier transform of E(t) to obtain E(w). This
allows the calculation of E(w) from a portion of the time signal.
Start apodization can be used to ignore all transients that occur
near the beginning of the simulation.

x(m)

Fig.11. Mode profile of photonic crystals. A) In the state without
apodization. B) In apodization. C) Apodization with its effect eliminated at the
starting point. D) Apodization with its effect eliminated at the ending point.

V. LASER-BASED OPTIMIZATION OF QUANTUM
LOGIC GATES

Recently, nanolasers have been used to control qubits due to
their low power, frequency stability, and on-chip integration
[21]. Nanolasers are challenging to couple with photonic qubits
or other qubits (e.g., atomic or quantum dots) to provide high-
quality photons or modulated light; coupling, losses, noise, and
fabrication uniformity are complex. Long-term stability,
environmental interference, and engineering issues (operating
temperature, precise modulation, integration with other
quantum components) are still serious obstacles [22]. A
Gaussian laser pulse is added as an input (drive) to the quantum
circuit. The Gaussian pulse (which has a unitary effect on the
qubit) is obtained with a Unitary gate extracted from the pulse
model. The Python software giskit library is used for modeling.
The Gaussian laser pulse is equated to a Unitary gate. This gate
acts just like a "laser drive™ on the qubit. This is the way Qiskit
can model "light" or "laser".

Gaussian laser pulse is added as an input (drive) to the quantum
circuit. The Gaussian pulse, which has a unitary effect on the
qubit, is obtained with a Unitary gate extracted from the pulse
model. The Python software giskit library is used for modeling.
The Gaussian laser pulse is equated to a Unitary gate. This gate
acts just like a “laser drive” on the qubit. This is how Qiskit can
model “light” or “laser”. Next, the laser is driven by a 3-qubit
cont circuit. Since the use of laser beams in quantum circuits
for angle control, and rotation. The schematic of the 3-qubit
quantum circuit is shown in Fig.12.

q.8: 1 Ry(30.08) H_H7
q.1: 1 Ry(18.08)
0.2: 1 Ry(23.688)

3

B 12
Counts: {'060': 608, '811's 265, '111: 37, '110": 99, '0A1': 99, '100": 462, ‘010" 162, "161": 52)

Fig.12. Three qubit CNOT quantum circuit with a Gaussian laser pulse.



Journal of Modeling & Simulation in Electrical & Electronics Engineering 51

The results on angle control and rotation are shown in Fig.13,
As can be seen, the Gaussian pulse QO has the largest area and
therefore the largest angle RY. Q1 has a shorter and shorter
pulse, so the rotation angle is smaller. Q2 is located between
these two. Pulse area — angle Rotation — The probability of
superposition changes in the state |0) and |1). Table 1 also shows
the results for each qubit. Table I. Investigation of the
parameters of the elevation area and the rotation angle of each
qubit with the Gaussian laser pulse.

TABLE |
The parameters of the laser

Qubit Omega0 Sigma wavelength With, Height
012 10 Distinct Maximum
peak, average area —
width maximum
rotation angle
1109 8 Shorter peak  average
and lower rotation angle
2 1.05 9 Between Q0  medium-high
and Q1 rotation angle

Gaussian Pulses of 3 Qubits (3D)
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Fig.13.Gaussian wavelet plot for each qubit.

In Fig.14, the |000) state has the highest probability (long
column + light color) — indicates that most qubits were still
close to |0) before CNOT. The |111) state has a significant
probability indicates the CNOT chain effect that correlates QO,
Q1, and Q2. Intermediate states such as |001), |010), |101) are
less frequently observed. The combination of the RY angle and
the CNOT effect makes the distribution non-uniform. The color
of the columns is determined by the probability: columns with
higher probability are brighter or warmer, and columns with
lower probability are darker. The angle 6 of each qubit is taken
from the area of the Gaussian pulse: 6 = Q0 * ¢ * V(2m) QO,
with the largest 6 — more likely to change — directly affect Q1

and Q2 via CNOT. Q1 and Q2 have intermediate angles — less
likely to superpose — asymmetric probability distribution.
Thus,
entanglement, since CNOT makes the qubits dependent.

the column |111) indicates the generation of

Counts
o
N
o

o

o

w
Probability

0.10

Fig.14. Probability density of qubits correlation with the Gaussian
distribution.

These conditions have been routinely achieved in both cold-
atom and thermal-vapor platforms, where strong dipole—dipole
interactions and well-resolved EIT features have been reported.
Previous studies have also demonstrated stable optical phase
control and interaction-mediated nonlinearities at comparable
Rydberg excitation densities, confirming that the interaction
strengths and coherence times required for our scheme are
already experimentally accessible. Taken together, these
established capabilities indicate that the proposed approach is
feasible with current technology and amenable to near-term
experimental realization.

Despite the robustness to decoherence demonstrated in this
work, several limitations remain. First, the system retains a
degree of sensitivity to photon-loss channels, which may
become more pronounced under strong driving conditions or in
ultra-compact cavity geometries. Second, phase-matching
requirements can impose constraints on efficient light-matter
coupling, particularly when nonlinear processes or multi-mode
interactions are involved. Finally, the scalability of atomic-hole
and defect-based gain media is still restricted by fabrication
uniformity, spectral inhomogeneity, and integration challenges
at the wafer level. Addressing these issues will be essential for
transitioning the proposed platform toward large-scale and fully
integrated photonic architectures. Finally, the comparison table
is provided as Table II.
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TABLEII
The Comparison table
Ref. Material Q Structure  Feature Application
[24] InAs/InP >100 PhC High-Q quantum
cavity, communicatio
n and
networking
[25] Optofluidic ~ 200<  Ring High Quantum
resonator sensitivit  sensor
y
[26] InAs/InGaA - Quantum Tunable Optical
S dot power switching
devices
[27] InAs/GaAs 100<  SOA Low Logical
power devices
This  Indium 227. PhC High-Q Quantum
Wor  arsenide 98 cavity, logic gate
k strong
light-
matter
interactio
n
This  Aluminium  131.  PhC Moderate  Quantum
Wor  oxide 95 Qin logic gate
k hybrid
gain
medium

VI. CONCLUSION

In this paper, the hybrid gain medium of quantum dot photonic
crystal nanolaser in the increase of the pumping of the var with
aluminum oxide, zinc oxide, and gallium arsenide materials has
been investigated, and the degree of confinement of the var with
a quality factor of 227.89 for the indium arsenic layer and
122.26 has been obtained. Also, increasing the radius variation
with a lattice constant rate of 0.37 increases the spontaneous
emission, and the linewidth of the modes is limited by the
quality factor of the hole. The photonic crystal laser beam is
driven into the logic gates of the 3-qubit quantum CNOT
circuit, and the results are measured in terms of angle and
rotation variations and their probability function for quantum
laser application. The Gaussian pulse QO has the largest area
and therefore the largest RY angle. Q1 has a shorter and shorter
pulse; the rotation angle is smaller. Q2 is between these two.
Pulse area rotation angle superposition probability changes in
the |0) and |1) states.
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